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Quantum computers can break the RSA, El Gamal, and elliptic curve public-key cryptosystems, as they
can efficiently factor integers and extract discrete logarithms. The power of such quantum attacks lies
in quantum Fourier sampling, an algorithmic paradigm based on generating and measuring coset states.
In this article we extend previous negative results of quantum Fourier sampling for Graph Isomorphism,
which corresponds to hidden subgroups of order two (overSn), to several cases corresponding to larger
hidden subgroups. For one case, we strengthen some results ofKempe, Pyber, and Shalev on the
Hidden Subgroup Problem over the symmetric group. In another case, we show the failure of quantum
Fourier sampling on the Hidden Subgroup Problem over the general linear groupGL2(Fq). The most
important case corresponds to Code Equivalence, the problemof determining whether two given linear
codes are equivalent to each other up to a permutation of the coordinates. Our results suggest that for
many codes of interest—includinggeneralized Reed Solomon codes,alternant codes, and Reed-Muller
codes—solving these instances of Code Equivalence via Fourier sampling appears to be out of reach
of current families of quantum algorithms.
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1 Introduction

Quantum Fourier Sampling (QFS) is the key ingredient in nearly all known efficient quantum al-
gorithms for algebraic problems, including Shor’s algorithms for factorization and discrete loga-
rithm [30] and Simon’s algorithm [33]. Shor’s algorithm relies on quantum Fourier sampling over
the cyclic groupZN, while Simon’s algorithm uses quantum Fourier sampling over Zn

2. In general,
these algorithms solve instances of theHidden Subgroup Problem(HSP) over a finite groupG. Given
a function f onG whose level sets are left cosets of some unknown subgroupH < G, i.e., such thatf
is constant on each left coset ofH and distinct on different left cosets, they find a set of generators for
the subgroupH.
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The standard approach to this problem treatsf as a black box and appliesf to a uniform superposi-
tion overG, producing the coset state|cH〉= (1/

√
|H|)∑h∈H |ch〉 for a randomc. We then measure|cH〉

in a Fourier basis{|ρ , i, j〉} for the spaceC[G], whereρ is an irrepaof G andi, j are row and column
indices of a matrixρ(g). In theweakform of Fourier sampling, only the representation nameρ is
measured, while in thestrongform, both the representation name and the matrix indices are measured,
the latter in a chosen basis. This produces probability distributions from which classical information
can be extracted to recover the subgroupH. Moreover, since|cH〉 is block-diagonal in the Fourier
basis, the optimal measurement of the coset state can alwaysbe described in terms of strong Fourier
sampling.

Understanding the power of Fourier sampling in nonabelian contexts has been an ongoing project,
and a sequence of negative results [10, 22, 11] have suggested that the approach is inherently limited
when the underlying groups are rich enough. In particular, Moore, Russell, and Schulman [22] showed
that over the symmetric group, even the strong form of Fourier sampling cannot efficiently distinguish
the conjugates of most order-2 subgroups from each other or from the trivial subgroup. That is, for
any σ ∈ Sn with large support, and mostπ ∈ Sn, if H = {1,π−1σπ} then strong Fourier sampling,
and therefore any measurement we can perform on the coset state, yields a distribution which is
exponentially close to the distribution corresponding toH = {1}. This result implies that Graph
Isomorphism cannot be solved by the naive reduction to strong Fourier sampling. Hallgren et al. [11]
strengthened these results, demonstrating that even entangled measurements ono(logn!) coset states
yield essentially no information.However, both the results obtained by Moore et al. [22] for single-
register Fourier sampling and those obtained by Hallgren etal. [11] for multi-register Fourier sampling
apply specifically to subgroups of order two.

Kempe and Shalev [15] showed that weak Fourier sampling of single coset states inSn cannot dis-
tinguish the trivial subgroup from larger subgroupsH with polynomial size and non-constant minimal
degree.bThey conjectured, conversely, that if a subgroupH < Sn can be distinguished from the trivial
subgroup by weak Fourier sampling, then the minimal degree of H must be constant. Their conjecture
was later proved by Kempe, Pyber, and Shalev [16].

We emphasize that previous results on limitations of strongFourier sampling did not handle sub-
groups of order more than two. Our major contribution is to develop some tools to handle these cases.
Additionally, we use these tools to investigate the Hidden Subgroup Problem instances that arise from
Code Equivalence—the problem of deciding whether two given linear codes are equal up to a fixed
permutation on the codeword coordinates.

Petrank and Roth [26] showed that Code Equivalence is unlikely to beNP-complete, but is at
least as hard as Graph Isomorphism. We consider a search version of Code Equivalence: Givenk×n
generator matrices (or check matrices)M andM′ of two equivalent linearq-ary codes, find a pair of
matrices(S,P), whereS is an invertible square matrix overFq andP is a permutation matrix, such
thatM′ = SMP. This search version of Code Equivalence has an immediate presentation as ahidden
subgroup problem, suggesting that one might be able to develop an efficient quantum algorithm for it
via the quantum Fourier transform. In this article, however, we show that for many families of linear
codes, the resulting instance of the hidden subgroup problem requires entangled measurements of the
coset states and, hence, appears to be beyond the reach of current methods.

aThroughout the paper, we write “irrep” as short for “irreducible representation.”
bThe minimal degree of a permutation groupH is the minimal number of points moved by a non-identity element ofH.
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1.1 A Sketch of Our Results

To state our results, we say that a subgroupH < G is indistinguishable by strong Fourier sampling
(over G) if the conjugate subgroupsg−1Hg cannot be distinguished from each other (or from the
trivial subgroup) by measuring the coset state in an arbitrary Fourier basis. A precise definition is
presented in Section 3.2. Since the optimal measurement of acoset state can always be expressed as
an instance of strong Fourier sampling, these results implythat no measurement of a single coset state
yields any useful information aboutH. Based on the strategy of Moore et al. [22], we first develop
a general framework, formalized in Theorem 1, to determine indistinguishability of a subgroup by
strong Fourier sampling. We emphasize that the results of Moore et al. [22] cover the case where the
subgroup has order two. Our principal contribution is to show how to extend their methods to more
general subgroups.

We then apply this general framework to three classes of groups: the symmetric groupSn, the finite
general linear groupGL2(Fq), and the wreath product(GLk(Fq)×Sn) ≀Z2. For the symmetric group,
we extend the results of [22] to larger subgroups ofSn. Specifically, we show that any subgroupH <Sn

with minimal degreem≥ Θ(log|H|)+ω(logn) is indistinguishable by strong Fourier sampling over
Sn. This partially extends the results of Kempe et al. [16], which apply only to weak Fourier sampling.

For the general linear groupGL2(Fq), we gave the first negative result regarding the power of
strong Fourier sampling overGL2(Fq). In particular, we show that any subgroupH < GL2(Fq) that
does not contain non-identity scalar matrices and has order|H| ≤ qδ for someδ < 1/2 is indistin-
guishable by strong Fourier sampling. Examples of such subgroups are those generated by a constant
number of triangular unipotent matrices.

The caseG= (GLk(Fq)×Sn) ≀Z2 corresponds to the hidden subgroup problem reduced from the
search version of Code Equivalence as discussed above. We apply our general framework to this class
of wreath products to bound the distinguishability of the hidden subgroupK < G that represents the
Code Equivalence instance given by thek×n matrix M. Note, here, that matrixM has entries from
a finite fieldFqℓ , whereℓ= 1 whenM is a generator matrix of aq-ary linear code. Our bound, given
in Corollary 1 of Theorem 4, depends on the column rankcof the matrixM as well as the minimal
degree and the size of theautomorphism groupAut(M), where Aut(M) is defined in Subsection 6
as the set of all permutationsP on the columns ofM such thatM = SMPfor someS∈ GLk(Fq). In
particular, the subgroupK is indistinguishable by strong Fourier sampling ifM has column rank at
leastk−o(

√
n)/ℓ, and the automorphism group Aut(M) has minimal degreeΩ(n) and size eo(n).

We call a family of linear codes anHSP-hard instance of Code Equivalenceif they have a generator
matrix or check matrix for which the subgroupK is indistinguishable. Using the aforementioned
bound on the distinguishability of subgroupK, we go on to identify three families of linear codes that
are HSP-hard instances of Code Equivalence, including rational Goppa codes (or Generalized Reed
Solomon codes), alternant codes, and Reed-Muller codes.The case ofq-ary Goppa codes – a subclass
of alternant codes – has been covered in our preliminary results [7].

1.2 Ramifications for Code-based Cryptosystems

As typical code-based cryptosystems are directly related to the Code Equivalence problem, it is inter-
esting to explore what our results imply about the possibility of quantum attacks on these cryptosys-
tems.

c The column rank ofM is understood to be over the fieldFqℓ .
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The most popular forms of code-based cryptosystems are based on either the McEliece cryptosys-
tem [20] or the Niederreiter cryptosystem [24], and are conventionally built over binary Goppa codes.
The private key of a McEliece (resp., Niederreiter) cryptosystem is a triple(S,M,P), whereS is an

invertible matrix overFq, P is a permutation matrix, andM is ak×n generator matrix (resp., check
matrix) for aq-ary error-correcting code that permits efficient decoding. The public key is the matrix
M′ = SMP. If both M andM′ are known to an adversary, the problem of recoveringS andP (the
remainder of the secret key) is precisely the version of CodeEquivalence described above. IfM and
M′ have full rank, which is always the case whenM andM′ are generator matrices, then givenP
we can findS by linear algebra. Thus the potentially hard part of the problem is finding the hidden
permutationP.

We call an adversary apprised of bothM andM′ a known-codeadversary. In our previous arti-
cle [7], we noted that our results on Goppa codes imply that the natural quantum attack available to a
known-code adversary yields hard cases of the hidden subgroup problem, and asserted that this should
bolster our confidence in the post-quantum security of the McEliece cryptosystem.

However, the classicalsupport splitting algorithm(SSA) of Sendrier [28] can efficiently solve
Code Equivalence for the family of linear codes with small hull, which includes Goppa codes. Thus
for McEliece/Niederreiter cryptosystemsbased on Goppa codes, the known-code adversary is too pow-
erful: it can break the cryptosystem classically. Therefore, the hardness of the corresponding instances
of the HSP has little bearing on the post-quantum security ofthese code-based cryptosystems.

The situation is similar in many ways to the status of Graph Isomorphism. There is a natural
reduction from Graph Isomorphism to the HSP on the symmetricgroup, but a series of results (e.g.,
Hallgren et al. [12], Moore et al. [23]) have shown that the resulting instances of the HSP require
highly-entangled measurements, and that known families ofsuch measurements cannot succeed. Thus
the miracle of Shor’s algorithms for factoring and discretelog, where we can solve these problems sim-
ply by looking at the symmetries of a certain function, does not seem to apply to Graph Isomorphism.
Any efficient quantum algorithm for it would have to involve significantly new ideas.

On the other hand, many cases of Graph Isomorphism are easy classically, including graphs with
bounded eigenvalue multiplicity [1] and constant degree [18]. Many of these classical algorithms
work by finding acanonical labelingof the graph [2, 3], giving each vertex a unique label based on
local quantities. These labeling schemes use the details ofthe graph, and not just its symmetries—
precisely what the reduction to the HSP leaves out. Analogously, the support splitting algorithm
labels each coordinate of the code by the weight enumerator of the hull of the code punctured at that
coordinate. For most codes, including Goppa codes, this creates a labeling that is unique or nearly
unique, allowing us to determine the permutationP.

There are families of instances of Graph Isomorphism that defeat known methods, due to the fact
that no local or spectral property appears to distinguish the vertices from each other. In particular, no
polynomial-time algorithm is known for isomorphism of strongly regular graphs. (On the other hand,
these graphs are highly structured, yielding canonical-labeling algorithms that, while still exponential,
are faster than those known for general graphs [34].) In the same vein, we might hope that there are
families of codes where the coordinates are hard to distinguish from each other using linear-algebraic
properties. In that case, the corresponding McEliece cryptosystem might be hard classically even
for known-code adversaries, and the reduction to the HSP would be relevant to their post-quantum
security.

Along these lines, Sidelnikov [31] proposed a variant of theMcEliece cryptosystem using binary
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Reed-Muller codes. Since there is a single Reed-Muller codeof given rate and block length, the code
M is known to the adversary and the security of the system is directly related to the Code Equivalence
problem. Additionally, since Reed-Muller codes are self-dual, they coincide with their hulls so that
the weight enumerators used by the SSA are exponentially large, making them a hard case for that
classical algorithm.

As mentioned above,our results apply directly to Reed-Muller codes, and thus frustrate the natural
quantum Fourier sampling approach to the corresponding instances of Code Equivalence. As virtually
all known exponential speed-ups of quantum algorithms for algebraic problems derive from Fourier
sampling, this suggests that new ideas would be necessary toexploit quantum computing for break-
ing the Sidelnikov system.Note, however, that this result does not rule out classical attacks on the
Sidelnikov system. In particular,a classical algorithm of Minder and Shokrollahi [21] solvesthe Code
Equivalence problem for binary Reed-Muller codes in quasipolynomial time, at least in the low-rate
setting where Reed-Muller codes have the best performance,yielding a direct attack on the Sidelnikov
system.

Recently, Sendrier and Simos [29] considered a general version of Code Equivalence, called Linear
Code Equivalence, which is to decide whether two linear codes are identical up to a linear isometry
of the Hamming distance. This problem is related to the security of code-based cryptosystems in a
general form. They showed then that Linear Code Equivalencecan also be reduced to (Permutation)
Code Equivalence, but the corresponding instance of Code Equivalence is a hard case for the classical
algorithm SSA, at least forq-ary codes withq≥ 5. Additionally, using the results of our preliminary
work, Sendrier and Simos [29] pointed out that the instance of Code Equivalence reduced from Linear
Code Equivalence is also HSP-hard. Based on this hardness ofCode Equivalence, they improved
Girault’s zero-knowledge protocol, which is also a candidate for post-quantum cryptography.

1.3 Summary of Technical Ideas

Let G be a finite group. We wish to establish general criteria for indistinguishability of subgroups
H <G by strong Fourier sampling. We begin with the general strategy, developed in [22], that controls
the resulting probability distributions in terms of the representation-theoretic properties ofG. In order
to handle richer subgroups, however, we have to overcome some technical difficulties. Our principal
contribution here is a “decoupling” lemma that allows us to handle the cross terms arising from pairs
of nontrivial group elements.

Roughly, the approach (presented in Section 3.2) identifiestwo disjoint subsets, Small and Large,
of irreps ofG. The set Large consists of all irreps whose dimensions are nosmaller than a certain
thresholdD. WhileD should be as large as possible, we also need to chooseD small enough so that the
set Large is large. In contrast, the representations in Small must have small dimension (much smaller
than

√
D), and the set Small should be small or contain few irreps thatappear in the decomposition of

the tensor product representationρ⊗ρ∗ for anyρ ∈ Large. In addition, any irrepρ outsideSmallmust
have small normalized character|χρ(h)|/dρ for any nontrivial elementh∈ H. If two such sets exist,
and if |H| is sufficiently small, we establish thatH is indistinguishable by strong Fourier sampling
overG.

In the caseG = Sn, as in [22] we define Small as the setΛc of all Young diagrams whose top
row or left column has length at least(1− c)n, and define Large by settingD = ndn, for appropriate
constants 0< c,d < 1. We show that any irrep outside Small has large dimension and therefore small
normalized characters.
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In the caseG = GL2(Fq), we choose Small as the set of all linear representations andset the
thresholdD= q−1. The key lemma we need to prove is then that for any nonlinearirrepρ of GL2(Fq),
the decomposition ofρ ⊗ρ∗ contains at most two inequivalent linear representations.(Lemma 8).

For the caseG= (GLk(Fq)×Sn) ≀Z2 reduced from Code Equivalence, the normalized characters
on the hidden subgroupK depend on the minimal degree of the automorphism group Aut(M) < Sn.
If we choose Small as the set of all irreps constructed from tensor product representationsτ ×λ of
GLk(Fq)×Sn with λ ∈ Λc, then the “small” features ofΛc will induce the “small” features of this
set Small. Finally,|K| depends on|Aut(M)| and the column rank ofM. WhenM is a generator
matrix of a rational Goppa code or a canonical parity check matrix of an alternant code, Aut(M) lies
inside the automorphism group of a rational Goppa code, which can be controlled using Stichtenoth’s
Theorem [35].

2 Standard Reduction from Code Equivalence to HSP

As mentioned in the introduction, we consider a search version of Code Equivalence that recovers a
“scrambler”Sand permutationP from matricesM andM′. We generalize this search version into the
following problem:

Definition 1 (Scrambler-Permutation Problem). Given two k×n matrices M and M′ with entries in
a finite field containingFq such that M′ = SMP for some S∈ GLk(Fq) and some n×n permutation
matrix P, find such a pair(S,P).

This problem can be immediately recast as a Hidden Subgroup Problem (described below). We
begin with a presentation of the problem as a Hidden Shift Problem:

Definition 2 (Hidden Shift Problem). Let G be a finite group andΣ be a finite set. Given two functions
f0 : G→ Σ and f1 : G→ Σ with the promise that there is an element s∈ G for which f1(x) = f0(sx)
for all x ∈ G, the problem is to determine such s by making queries to f0 and f1. An element s with
this property is called aleft shift from f0 to f1 (or, simply, ashift).

The Scrambler-Permutation Problem can be immediately reduced to the Hidden Shift Problem
over the groupG = GLk(Fq)×Sn by defining functionsf0 and f1 on GLk(Fq)×Sn so that for all
(S,P) ∈ GLk(Fq)×Sn,

f0(S,P) = S−1MP, f1(S,P) = S−1M′P. (1)

Here and from now on, we identify eachn×n permutation matrix with its corresponding permutation
in Sn. Evidently,SMP= M′ if and only if (S−1,P) is a shift from f0 to f1.

Next, following the standard approach to developing quantum algorithms for such problems, we
reduce this Hidden Shift Problem on a groupG to the Hidden Subgroup Problem on the wreath product
G ≀Z2 = G2⋊Z2. Given two functionsf0 and f1 on G, we define the functionf : G ≀Z2 → Σ×Σ as
follows: for (x,y) ∈ G2 andb∈ Z2,

f ((x,y),b)
def
=

{
( f0(x), f1(y)) if b= 0

( f1(y), f0(x)) if b= 1
(2)

Now we would like to see that the Hidden Shift Problem is equivalent to determining the subgroup
whose cosets are distinguished byf . Recall that a functionf on a groupG distinguishes the right
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cosetsof a subgroupH < G if for all x,y∈ G, f (x) = f (y) ⇐⇒ yx−1 ∈ H .

Definition 3. Let f be a function on a group G. We say that f isinjective under right multiplication
if for all x,y ∈ G, f(x) = f (y) ⇐⇒ f (yx−1) = f (1) . Define the subset G| f ⊆ G as the level set
containing the identity,

G| f
def
= {g∈ G | f (g) = f (1)} .

Proposition 1. Let f be a function on a group G. If f distinguishes the right cosets of a subgroup
H < G, then f must be injective under right multiplication and G| f = H. Conversely, if f is injective
under right multiplication, then G| f is a subgroup and f distinguishes the right cosets of the subgroup
G| f .

Hence, the functionf defined in (2) can distinguish the right cosets of some subgroup if and only if it
is injective under right multiplication.

Lemma 1. The function f defined in(2) is injective under right multiplication if and only if (1) f0 is
injective under right multiplication and (2) f1(x) = f0(sx) for some s.

The proof of this lemma is straightforward, so we omit it here.

Proposition 2. Assume f0 is injective under right multiplication. Let H0 = G| f0 and s be a shift. Then
the function f defined in(2) distinguishes right cosets of the following subgroup of G≀Z2:

G≀Z2| f =
(
(H0,s

−1H0s),0
)
∪
(
(H0s,s−1H0),1

)
,

which has size2|H0|2. The set of all shifts from f0 to f1 is H0s.

If we can determine the hidden subgroupK = G≀Z2| f , we can find a shift by selecting an element
of the form((g1,g2),1) from K. Theng1 must belong toH0s, and so is a shift fromf0 to f1.

Application to the Scrambler-Permutation problem. Returning to the Hidden Shift Problem over
G= GLk(Fq)×Sn corresponding to the Scrambler-Permutation problem, it isclear that the function
f0 defined in (1) is injective under right multiplication, and that

H0 = GLk(Fq)×Sn| f0 =
{
(S,P) ∈ GLk(Fq)×Sn | S−1MP= M

}
.

The automorphism group ofM is the projection ofH0 ontoSn, i.e.,

Aut(M) =
{

P∈ Sn | ∃S: S−1MP= M
}
.

Note that eachP∈ Aut(M) has the same number of preimagesS∈ GLk(Fq) in this projection.

3 Quantum Fourier Sampling (QFS)

3.1 Preliminaries and Notation

Fix a finite groupG, abelian or non-abelian, and letĜ denote the set of irreducible unitary representa-
tions, or “irreps” for short, ofG. For each irrepρ ∈ Ĝ, letVρ denote a vector space overC on whichρ
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acts so thatρ is a group homomorphism fromG to the general linear group overVρ , and letdρ denote
the dimension ofVρ . For eachρ , we fix an orthonormal basisBρ =

{
b1, . . . ,bdρ

}
for Vρ . Then we

can represent eachρ(g) as adρ ×dρ unitary matrix whosej th column is the vectorρ(g)b j .
Viewing the vector spaceC[G] as the regular representation ofG, we can decomposeC[G] into

irreps as the direct sum
⊕

ρ∈ĜV
⊕dρ
ρ . This has a basis{|ρ , i, j〉 : ρ ∈ Ĝ,1≤ i, j ≤ dρ}, where{|ρ , i, j〉 |

1≤ i ≤ dρ} is a basis for thej th copy ofVρ . Up to normalization,|ρ , i, j〉 corresponds to thei, j entry
of the irrepρ .

Definition 4. TheQuantum Fourier transformover G is the unitary operator, denoted FG, that trans-
forms a vector inC[G] from the basis{|g〉 | g∈ G} into the basis given by the decomposition ofC[G].
For all g ∈ G,

FG |g〉= ∑
ρ ,i, j

√
dρ

|G| ρ(g)i, j |ρ , i, j〉 ,

whereρ(g)i j is the(i, j)-entry of the matrixρ(g). Alternatively, we can view FG |g〉 as a block diagonal
matrix consisting of the block

√
dρ/|G|ρ(g) for eachρ ∈ Ĝ.

Notation. For each subsetX ⊆ G, define|X〉= (1/
√
|X|)∑x∈X |x〉, which is the uniform superposition

overX. For eachX ⊆ G andρ ∈ Ĝ, define the operatorΠρ
X

def
= 1

|X| ∑x∈X ρ(x) , and letX̂(ρ) denote the
dρ ×dρ matrix block atρ in the quantum Fourier transform of|X〉, i.e.,

X̂(ρ) def
=

√
dρ

|G||X| ∑
x∈X

ρ(x) =

√
dρ |X|
|G| Πρ

X .

Fact 1. If X is a subgroup of G, thenΠρ
X is a projection operator [22].

Quantum Fourier Sampling (QFS) is a standard procedure based on the Quantum Fourier Trans-
form to solve the Hidden Subgroup Problem (HSP) (see [17] fora survey). An instance of the HSP
overG consists of a black-box functionf : G→ {0,1}∗ such thatf (x) = f (y) if and only if x andy
belong to the same left coset ofH in G, for some subgroupH ≤ G. The problem is to recoverH using
the oracleOf : |x,y〉 7→ |x,y⊕ f (x)〉. The general QFS procedure for this is the following:

1. Prepare a 2-register quantum state, the first in a uniform superposition of the group elements
and the second with the value zero:|ψ1〉= (1/

√
|G|)∑g∈G |g〉 |0〉 .

2. Query f , i.e., apply the oracleOf , resulting in the state

|ψ2〉= Of |ψ1〉=
1√
|G| ∑

g∈G

|g〉 | f (g)〉= 1√
|T| ∑

α∈T

|αH〉 | f (α)〉

whereT is a transversal ofH in G.

3. Measure the second register of|ψ2〉, resulting in the state|αH〉 | f (α)〉 with probability 1/|T|
for eachα ∈ T. The first register of the resulting state is then|αH〉 for some uniformly random
α ∈ G.
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4. Apply the quantum Fourier transform overG to the coset state|αH〉 observed at step 3:

FG |αH〉= ∑
ρ∈Ĝ,1≤i, j≤dρ

α̂H(ρ)i, j |ρ , i, j〉 .

5. (Weak) Observe the representation nameρ . (Strong) Observeρ and matrix indicesi, j.

6. Classically process the information observed from the previous step to determine the subgroup
H.

Probability distributions produced by QFS. For a particular cosetαH, the probability of measur-
ing the representationρ in the stateFG |αH〉 is

PαH(ρ) = ‖α̂H(ρ)‖2
F =

dρ |H|
|G| Tr

(
(Πρ

αH)
†Πρ

αH

)
=

dρ |H|
|G| Tr

(
Πρ

H

)

where Tr(A) denotes the trace of a matrixA, and‖A‖F :=
√

Tr(A†A) is the Frobenius norm ofA. The
last equality is due to the fact thatΠρ

αH = ρ(α)Πρ
H and thatΠρ

H is an orthogonal projector.
Since there is no point in measuring the rows [10], we are onlyconcerned with measuring the

columns. As pointed out in [22], the optimal von Neumann measurement on a coset state can always
be expressed in this form for some basisBρ . Conditioned on observingρ in the stateFG |αH〉, the
probability of measuring a givenb ∈ Bρ is ‖α̂H(ρ)b‖2. Hence the conditional probability that we
observe the vectorb, given that we observe the representationρ , is then

PαH(b | ρ) =
‖α̂H(ρ)b‖2

PαH(ρ)
=

‖Πρ
αHb‖2

Tr
(
Πρ

H

) =
‖Πρ

Hb‖2

Tr
(
Πρ

H

)

where in the last equality, we use the fact that asρ(α) is unitary, it preserves the norm of the vector
Πρ

Hb.
The coset representativeα is unknown and is uniformly distributed inT. However, both distribu-

tionsPαH(ρ) andPαH(b | ρ) are independent ofα and are the same as those for the stateFG |H〉. Thus,
in Step 5 of the QFS procedure above, we observeρ ∈ Ĝ with probabilityPH(ρ), and conditioned on
this event, we observeb ∈ Bρ with probabilityPH(b | ρ).

If the hidden subgroup is trivial,H = {1}, the conditional probability distribution onBρ is uniform,

P{1}(b | ρ) =
‖Πρ

{1}b‖2

Tr
(

Πρ
{1}

) =
‖b‖2

dρ
=

1
dρ

.

3.2 Distinguishability by QFS

We fix a finite groupG and consider quantum Fourier sampling overG in the basis given by{Bρ}.
For a subgroupH < G and forg∈ G, let Hg denote the conjugate subgroupg−1Hg. Since Tr

(
Πρ

H

)
=

Tr
(
Πρ

Hg

)
, the probability distributions obtained by QFS for recovering the hidden subgroupHg are

PHg(ρ) =
dρ |H|
|G| Tr

(
Πρ

H

)
= PH(ρ) and PHg(b | ρ) =

‖Πρ
Hgb‖2

Tr
(
Πρ

H

) .

As PHg(ρ) does not depend ong, weak Fourier sampling can not distinguish conjugate subgroups.
Our goal is to point out that for certain nontrivial subgroupH < G, strong Fourier sampling can not
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efficiently distinguish the conjugates ofH from each other or from the trivial one. Recall that the
distributionP{1}(· | ρ) obtained by performing strong Fourier sampling on the trivial hidden subgroup
is the same as the uniform distributionUBρ on the basisBρ . Thus, our goal can be boiled down to
showing that the probability distributionPHg(· | ρ) is likely to be close to the uniform distributionUBρ

in total variation, for a randomg∈ G and an irrepρ ∈ Ĝ obtained by weak Fourier sampling.

Definition 5. We define thedistinguishabilityof a subgroup H (using strong Fourier sampling over
G), denotedDH , to be the expectation of the squared L1-distance between PHg(· | ρ) and UBρ :

DH
def
= Eρ ,g

[
‖PHg(· | ρ)−UBρ‖2

1

]
,

whereρ is drawn fromĜ according to the distribution PH(ρ), and g is chosen from G uniformly at
random. We say that the subgroup H isindistinguishableif DH ≤ log−ω(1) |G|.

Note that ifDH is small, then the total variation distance betweenPHg(· | ρ) andUBρ is small with
high probability due to Markov’s inequality: for allε > 0,

Prg
[
‖PHg(· | ρ)−UBρ‖t.v. ≥ ε/2

]
= Prg

[
‖PHg(· | ρ)−UBρ‖2

1 ≥ ε2]≤ DH/ε2 .

In particular, if the subgroupH is indistinguishable by strong Fourier sampling, then for all constant
c> 0,

‖PHg(· | ρ)−UBρ‖t.v. < log−c |G|
with probability at least 1− log−c |G| in bothg andρ . Our notion of indistinguishability is the direct
analogue of that of Kempe and Shalev [15]. Focusing on weak Fourier sampling, they say thatH is
indistinguishable if‖PH(·)−P{1}(·)‖t.v. < log−ω(1) |G|.

Our main theorem below will serve as a general guideline for bounding the distinguishability of
H. For this purpose we define, for eachσ ∈ Ĝ, themaximal normalized character ofσ on H as

χσ (H)
def
= max

h∈H\{1}

|χσ (h)|
dσ

.

For each subsetS⊂ Ĝ, let

χS(H) = max
σ∈Ĝ\S

χσ (H) and dS= max
σ∈S

dσ .

In addition, for each reducible representationρ of G, we let I(ρ) denote the set of irreps ofG that
appear in the decomposition ofρ into irreps.

Theorem 1. (Main Theorem) Suppose S is a subset ofĜ. Let D> d2
S and L= LD ⊂ Ĝ be the set of all

irreps of dimension at least D. Let

∆ = ∆S,L = max
ρ∈L

∣∣S∩ I(ρ ⊗ρ∗)
∣∣ . (3)

Then the distinguishability of H is bounded by

DH ≤ 4|H|2
(

χS(H)+∆
d2

S

D
+

|L|D2

|G|

)
.
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Intuitively, the setSconsists of irreps of small dimension, andL consists of irreps of large dimen-
sion. Moreover, we wish to have that the size ofS is small while the size ofL is large, so that most
irreps are likely inL. In the cases where there are relatively few irreps, i.e.,|S| ≪ D and|Ĝ| ≪ |G|,
we can simply upper bound∆ by |S| and upper bound|L| by |Ĝ|.

We discuss the proof of this theorem in Section 4. Applications of Theorem 1 will be presented
in Section 5 (for the symmetric group), in Section 7 (for the general linear groupGL2(Fq)), and in
Section 6 (forCode Equivalence).

4 Bounding Distinguishability

We now sketch the proof for the main theorem (Theorem 1). Fixing a nontrivial subgroupH < G, we
want to upper boundDH . Let us start with bounding the expectation over the random group element
g∈ G, for a fixed irrepρ ∈ Ĝ:

EH(ρ)
def
= Eg

[
‖PHg(· | ρ)−UBρ‖2

1

]
.

Obviously we always haveEH(ρ)≤ 4. More interestingly, we have

EH(ρ) = Eg



(

∑
b∈Bρ

∣∣∣∣PHg(b | ρ)− 1
dρ

∣∣∣∣

)2



≤ Eg

[
dρ ∑

b∈Bρ

(
PHg(b | ρ)− 1

dρ

)2
]

(by Cauchy-Schwarz)

= dρ ∑
b∈Bρ

Varg[PHg(b | ρ)] (sinceEg[PHg(b | ρ)] =
1
dρ

)

=
dρ

Tr(Πρ
H)

2 ∑
b∈Bρ

Varg
[
‖Πρ

Hgb‖2] . (4)

The equationEg[PHg(b | ρ)] = 1/dρ can be shown usingSchur’s lemmaas in Proposition 3 below.

Proposition 3. Let H< G and g be chosen from G uniformly at random. Then forρ ∈ Ĝ andb ∈ Bρ ,

Eg[PHg(b | ρ)] = 1/dρ .

Proof: Schur’s lemma asserts that ifρ is irreducible, the only matrices which commute withρ(g) for
all g are the scalars. Hence,

Eg
[
Πρ

Hg

]
=

1
|G| ∑

g∈G

ρ†(g)Πρ
Hρ(g) =

Tr(Πρ
H)

dρ
1dρ ,

which implies that

Eg
[
‖Πρ

Hgb‖2]= Eg
[〈

b,Πρ
Hgb
〉]

=
〈
b,Eg

[
Πρ

Hg

]
b
〉
=

Tr(Πρ
H)

dρ
.
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�

From (4), we are motivated to bound the variance of‖Πρ
Hgb‖2 wheng is chosen uniformly at ran-

dom. We provide an upper bound that depends on the projectionof the vectorb⊗b∗ onto irreducible
subspaces ofρ ⊗ρ∗, and on maximal normalized characters ofσ on H for all irrepsσ appearing in
the decomposition ofρ ⊗ρ∗. Recall that the representationρ ⊗ρ∗ is typically reducible and can be
written as an orthogonal direct sum of irrepsρ ⊗ρ∗ =

⊕
σ∈Ĝaσ σ , whereaσ ≥ 0 is the multiplicity of

σ . ThenI(ρ ⊗ρ∗) consists ofσ with aσ > 0, and we letΠρ⊗ρ∗
σ denote the projection operator whose

image isaσ σ , that is, the subspace spanned by all copies ofσ . Our upper bound given in Lemma 2
below generalizes the bound given in Lemma 4.3 of [22], whichonly applies to subgroupsH of order
2.

Lemma 2. (Decoupling Lemma) Letρ be an irrep of G. Then for any vectorb ∈Vρ ,

Varg
[
‖Πρ

Hgb‖2]≤ ∑
σ∈I(ρ⊗ρ∗)

χσ (H)
∥∥∥Πρ⊗ρ∗

σ (b⊗b∗)
∥∥∥

2
.

Proof of Lemma 2 Fix a vectorb ∈ Vρ . To simplify notations, we shall writeΠg as shorthand for
Πρ

Hg, and writegb for ρ(g)b. For anyg∈ G, we have

‖Πgb‖2 =
〈
Πgb,Πgb

〉
=
〈
b,Πgb

〉

=
1
|H|

(
〈b,b〉+ ∑

h∈H\{1}

〈
b,g−1hgb

〉
)

.

Let Sg = ∑h∈H\{1}
〈
b,g−1hgb

〉
. Then

Varg
[
‖Πgb‖2]= Varg[Sg]

|H|2 =
Eg
[
S2

g

]
−Eg[Sg]

2

|H|2 .

To bound the variance, we upper boundS2
g for all g∈G. SinceSg is real, applying Cauchy-Schwarz

inequality, we have

S2
g =

∣∣∣∣∣ ∑
h∈H\{1}

〈
b,g−1hgb

〉
∣∣∣∣∣

2

≤ (|H|−1)

(
∑

h∈H\{1}

∣∣〈b,g−1hgb
〉∣∣2
)

.

As in Lemma 4.2 of [22], one can express the second moment of the inner product
〈
b,g−1hgb

〉
in

terms of the projection ofb⊗b∗ into the irreducible constituents of the tensor product representation
ρ ⊗ρ∗. Specifically, for anyh∈ G, we have

Eg
[
|
〈
b,g−1hgb

〉
|2
]
= ∑

σ∈I(ρ⊗ρ∗)

χσ (h)
dσ

∥∥∥Πρ⊗ρ∗
σ (b⊗b∗)

∥∥∥
2
.

It follows that

Varg
[
‖Πρ

Hgb‖2]≤ |H|−1
|H|2 ∑

h∈H\{1}
Eg

[∣∣〈b,g−1hgb
〉∣∣2
]
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≤ Eh∈H\{1}

[
∑

σ∈I(ρ⊗ρ∗)

χσ (h)
dσ

∥∥∥Πρ⊗ρ∗
σ (b⊗b∗)

∥∥∥
2
]

≤ ∑
σ∈I(ρ⊗ρ∗)

χσ (H)
∥∥∥Πρ⊗ρ∗

σ (b⊗b∗)
∥∥∥

2
.

�

Returning to our goal of boundingEH(ρ) using the bound in Lemma 2, the strategy will be to
separate irreps appearing in the decomposition ofρ ⊗ρ∗ into two groups, those with small dimension
and those with large dimension, and treat them differently.If dσ is large, we shall rely on bounding
χσ (H). If dσ is small, we shall control the projection given byΠρ⊗ρ∗

σ using the following lemma
which was proved implicitly in [22]:

Lemma 3. For any irrepσ , we have∑b∈Bρ

∥∥∥Πρ⊗ρ∗
σ (b⊗b∗)

∥∥∥
2
≤ d2

σ .

Proof of Lemma 3 Let Lσ be the subspace ofρ ⊗ ρ∗ consisting of all copies ofσ . SinceBρ is
orthonormal, the vectors

{
b⊗b∗ | b ∈ Bρ

}
are mutually orthogonal inρ ⊗ρ∗. Thus,

∑
b∈Bρ

∥∥∥Πρ⊗ρ∗
σ (b⊗b∗)

∥∥∥
2
≤ dimLσ .

Note that dimLσ is equal todσ times the multiplicity ofσ in ρ ⊗ρ∗. On the other hand, we have

multiplicity of σ in ρ ⊗ρ∗ =
〈
χσ ,χρ χρ∗

〉
=
〈
χσ χρ ,χρ∗

〉

= multiplicity of ρ∗ in σ ⊗ρ

≤ dim(σ ⊗ρ)
dimρ∗ = dσ ,

Hence,

∑
b∈Bρ

∥∥∥Πρ⊗ρ∗
σ (b⊗b∗)

∥∥∥
2
≤ d2

σ .

�

The method discussed above for boundingEH(ρ) is culminated into Lemma 4 below.

Lemma 4. Let ρ ∈ Ĝ be arbitrary and S⊂ Ĝ be any subset of irreps that does not containρ . Then

EH(ρ)≤ 4|H|2
(

χS(H)+ |S∩ I(ρ ⊗ρ∗)| d2
S

dρ

)
.

Proof of Lemma 4 Combining Inequality (4) and Lemmas 2 give

EH(ρ)≤
dρ

Tr(Πρ
H)

2 ∑
σ∈I(ρ⊗ρ∗)

χσ (H) ∑
b∈Bρ

∥∥∥Πρ⊗ρ∗
σ (b⊗b∗)

∥∥∥
2
.
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Now we split additive items in the above upper bound into two groups separated by the setS. For the
first group (large dimension),

∑
σ∈S∩Ĝρ⊗ρ∗

χσ (H) ∑
b∈Bρ

∥∥∥Πρ⊗ρ∗
σ (b⊗b∗)

∥∥∥
2
≤ χS(H) ∑

b∈Bρ
∑

σ∈I(ρ⊗ρ∗)

∥∥∥Πρ⊗ρ∗
σ (b⊗b∗)

∥∥∥
2

︸ ︷︷ ︸
≤1

≤ χS(H)dρ .

For the second group (small dimension),

∑
σ∈S∩I(ρ⊗ρ∗)

χσ (H) ∑
b∈Bρ

∥∥∥Πρ⊗ρ∗
σ (b⊗b∗)

∥∥∥
2
≤ ∑

σ∈S∩I(ρ⊗ρ∗)
χσ (H)d2

σ (by Lemma 3)

≤ ∑
σ∈S∩I(ρ⊗ρ∗)

d2
σ (sinceχσ (H)≤ 1)

≤ |S∩ I(ρ ⊗ρ∗)|d2
S .

Summing the last bounds for the two groups yields

EH(ρ)≤
(

dρ

Tr(Πρ
H)

)2(
χS(H)+ |S∩ I(ρ ⊗ρ∗)| d2

S

dρ

)
.

On the other hand, sinceEH(ρ) ≤ 4, we can assumeH2χS(H) ≤ 1, and thusχS(H) ≤ 1
|H|2 ≤ 1

2|H| .
Hence, we have

Tr(Πρ
H)

dρ
=

1
|H|

(
1+ ∑

h∈H\{1}

χρ(h)

dρ

)
≥ 1

|H| − χρ(H)≥ 1
2|H| ,

where the last inequality is due toχρ(H)≤ χS(H)≤ 1
2|H| . This completes the proof. �

To apply this lemma, we should choose the subsetSsuch thatd2
S ≪ dρ , that is,Sshould consist of

small dimensional irreps. Then applying Lemma 4 for all irrepsρ of large dimension, we can prove
our general main theorem straightforwardly.

4.1 Proof of the Main Theorem

We now present the formal proof of the main theorem.
Proof of Theorem 1: SupposeS is a subset of̂G. Let D > d2

S, L = LD ⊂ Ĝ be the set of all irreps of
dimension at leastD, and∆ = ∆S,L = maxρ∈L

∣∣S∩ I(ρ ⊗ρ∗)
∣∣ . Our goal is to show that

DH ≤ 4|H|2
(

χS(H)+∆
d2

S

D
+

|L|D2

|G|

)
. (5)

For anyρ ∈ L, sincedρ ≥ D > d2
S, we must haveρ 6∈ S. By Lemma 4,

EH(ρ)≤ 4|H|2
(

χS(H)+∆
d2

S

D

)
for all ρ ∈ L .

Combining this with the fact thatEH(ρ)≤ 4 for all ρ 6∈ L, we obtain

DH = Eρ [EH(ρ)]≤ 4|H|2
(

χS(H)+∆
d2

S

D

)
+4Prρ [ρ 6∈ L] .
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To complete the proof, it remains to bound Prρ [ρ 6∈ L]. Since Tr(Πρ
H)≤ dρ , we have

P(ρ) =
dρ |H|
|G| Tr(Πρ

H)≤
d2

ρ |H|
|G| .

Sincedρ < D for all ρ ∈ Ĝ\L, it follows that

Prρ [ρ 6∈ L] = ∑
ρ 6∈L

P(ρ)≤ |L|D2|H|
|G| ≤ |L|D2|H|2

|G| .

This completes the proof of (5). �

5 Strong Fourier Sampling overSn

We focus now on applying the main theorem to the case whereG is the symmetric groupSn. As
mentioned in the introduction, this case is motivated by thework of Kempe and Shalev [15] and
Kempe et al. [16], which established similar results regarding the general hidden subgroup problem
over Sn, but with weak Fourier sampling. The basic techniques used in this case, which control the
normalized characters and dimensions of representations of the symmetric group, will be adopted in
the case of Code Equivalence.

Recall that each irrep ofSn is in one-to-one correspondence to an integer partitionλ =(λ1,λ2, . . . ,λt)

of n often given by aYoung diagramof t rows in which theith row containsλi boxes. The conjugate
representation ofλ is the irrep corresponding to the partitionλ ′ = (λ ′

1,λ ′
2, . . . ,λ ′

t ′), obtained by flip-
ping the Young diagramλ about the diagonal.

As in [22], we shall apply Roichman’s upper bound [27] on normalized characters:

Theorem 2(Roichman’s Theorem [27]). There exist constant b> 0 and0< q< 1 so that for n> 4,
for everyπ ∈ Sn, and for every irrepλ of Sn,

∣∣∣∣
χλ (π)

dλ

∣∣∣∣≤
(

max

(
q,

λ1

n
,

λ ′
1

n

))b·supp(π)

wheresupp(π) = #{k∈ [n] | π(k) 6= k} is the support ofπ.

This bound works well for unbalanced Young diagrams. In particular, for a constant 0< c< 1/4,

let Λc denote the collection of partitionsλ of n with the property that eitherλ1
n ≥ 1−c or

λ ′
1

n ≥ 1−c,
i.e., the Young diagramλ contains at least(1−c)n rows or contains at least(1−c)n columns. Then,
Roichman’s upper bound implies that for everyπ ∈ Sn andλ 6∈ Λc, and a universal constantα > 0,

∣∣∣∣
χλ (π)

dλ

∣∣∣∣≤ e−α·supp(π) . (6)

On the other hand, both|Λc| and the maximal dimension of representations inΛc are small, as shown
in the following Lemma of [22].

Lemma 5 (Lemma 6.2 in [22]). Let p(n) denote the number of integer partitions of n. Then|Λc| ≤
2cn· p(cn), and dµ < ncn for anyµ ∈ Λc.
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To give a more concrete bound for the size ofΛc, we record the asymptotic formula for the partition

function [8, pg. 45]:p(n)≈ eπ
√

2n/3/(4
√

3n) = eO(
√

n)/n asn→ ∞ .

Now we are ready to prove the main result of this section, an application of Theorem 1.

Theorem 3. Let H be a nontrivial subgroup of Sn with minimal degree m, i.e.,

m= min
π∈H\{1}

supp(π) .

Then for sufficiently large n,DH ≤ O(|H|2e−αm).

Proof: Let 2c< d < 1/2 be constants. We will apply Theorem 1 by settingS= Λc andD = ndn. By
Lemma 5, we havedS≤ ncn. Hence, the condition 2c< d guarantees thatD > d2

S. First, we need to
bound the maximal normalized characterχS(H). By (6), we haveχµ(H) ≤ e−αm for all µ ∈ Ŝn \S.
Hence,χS(H) ≤ e−αm. To bound the second term in the upper bound of Theorem 1, as∆ ≤ |S|, it
suffices to bound:

|S| · d2
S

D
≤ 2cn· p(cn) · n2cn

ndn ≤ eO(
√

n) ·n(2c−d)n ≤ n−γn/2

for sufficiently largen, so long asγ < d− 2c. Now bounding the last term in the upper bound of
Theorem 1: Since|LD| ≤ |Ŝn|= p(n) andn! > nne−n by Stirling’s approximation,

|LD|D2

|Sn|
≤ p(n)n2dn

n!
≤ eO(

√
n)n2dn

nne−n ≤ eO(n)n(2d−1)n ≤ n−γn/2

for sufficiently largen, so long asγ < 1−2d. By Theorem 1,DH ≤ 4|H|2(e−αm+n−γn) .

�

Theorem 3 generalizes Moore, Russell, and Schulman’s result [22] on strong Fourier sampling
over Sn, which only applied in the case|H| = 2. To relate our result to the results of Kempe et al.
[16], observe that since log|Sn| = Θ(nlogn), the subgroupH is indistinguishable by strong Fourier
sampling if|H|2e−αm ≤ (nlogn)−ω(1) or, equivalently, ifm≥ (2/α) log|H|+ω(logn).

6 Applications to Code Equivalence

Our main application of Theorem 1 is to show the limitations of strong Fourier sampling in solving
Code Equivalence. Throughout this section, we fix ak×n matrixM, which can be a generator matrix
or a parity check matrix of aq-ary linear code used in some code-based cryptosystem. Notethat the
entries ofM are in a finite fieldFqℓ ⊃ Fq (whenM is a generator matrix of aq-ary linear code, we
must haveℓ= 1).

Recall that the Code Equivalence instance with inputM can be reduced to the HSP over the wreath
product group(GLk(Fq)×Sn) ≀Z2; the hidden subgroup in this case is

K = ((H0,s
−1H0s),0)∪ ((H0s,s−1H0),1) (7)

for some hidden elements∈ GLk(Fq)×Sn. Here,H0 is a subgroup ofGLk(Fq)×Sn given by

H0 = H0(M)
def
=
{
(A,P) ∈ GLk(Fq)×Sn | A−1MP= M

}
. (8)
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To understand the structure of the subgroupH0(M), we define theautomorphism groupof M as

Aut(M)
def
=
{

P∈ Sn | SMP= M for someS∈ GLk(Fq)
}
.

Note that Aut(M) is a subgroup of the symmetric groupSn and that each element(A,P) ∈ H0 must
haveP∈Aut(M). This structure allows us to control the maximal normalizedcharacters onK through
the minimal degree of Aut(M).

6.1 Controlling Normalized Characters

In this part, we will discuss how to control the maximal normalized characters on the subgroupK
defined in (7), which is necessary in order to apply the main theorem.

6.1.1 Normalized Characters for G≀Z2

Firstly, we consider the wreath productG≀Z2, for a general groupG, and a subgroup of the form

K = ((H0,s
−1H0s),0)∪ ((H0s,s−1H0),1)< G≀Z2

for some subgroupH0 < G and some elements∈ G. The irreducible characters ofG ≀Z2 can be
naturally constructed as induced characters:

1. Each unordered pair of two non-isomorphic irrepsσ ,ρ ∈ Ĝ gives rise to an irrep ofG ≀Z2,
denoted{ρ ,σ}, with character given by:

χ{ρ ,σ}((x,y),b) =

{
χρ(x)χσ (y)+ χρ(y)χσ (x) if b= 0

0 if b= 1.

The dimension of representation{ρ ,σ} is equal toχ{ρ ,σ}((1,1),0) = 2dρdσ .

2. Each irrepρ ∈ Ĝ gives rise to two irreps ofG≀Z2, denoted{ρ} and{ρ}′, with characters given
by:

χ{ρ}((x,y),b) =

{
χρ(x)χρ(y) if b= 0

χρ(xy) if b= 1

χ{ρ}′((x,y),b) =

{
χρ(x)χρ(y) if b= 0

−χρ(xy) if b= 1.

Both representations{ρ} and{ρ}′ have the same dimension equald2
ρ .

Clearly, the number of irreps ofG ≀Z is equal to|Ĝ|2/2+3|Ĝ|/2, which is no more than|Ĝ|2 as
long asG has at least three irreps. Now it is easy to determine the maximal normalized characters on
subgroupK.

Proposition 4. For non-isomorphic irrepsρ ,σ ∈ Ĝ,

χ{ρ ,σ}(K)≤ χρ(H0)χσ (H0) .

For irrep ρ ∈ Ĝ,

χ{ρ}(K) = χ{ρ}′(K) = max
{

χρ(H0)
2,1/dρ

}
.

Hence, to bound the maximal normalized characters onK, we can turn to bounding the normalized
characters on the subgroupH0 and the dimension of an irrep ofG.
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6.1.2 Normalized Characters for(GLk(Fq)×Sn) ≀Z2

Recall that for the HSP case reduced fromCode Equivalence, we haveG= GLk(Fq)×Sn and every
element(A,P) ∈ H0 hasP∈ Aut(M).

Forτ ∈ ĜLk(Fq) andλ ∈ Ŝn, letτ×λ denote the tensor product as a representation ofGLk(Fq)×Sn.
Those tensor product representationsτ ×λ are all irreps ofGLk(Fq)×Sn.

For all(A,P)∈GLk(Fq)×Sn, sinceχτ×λ (A,P)= χτ(A)χλ (P) andχτ(A)≤ 1, we haveχτ×λ (A,P)≤
χλ (P). If (A,P) ∈ H0 thenP∈ Aut(M). Hence,

χτ×λ (H0)≤ χλ (Aut(M)) .

As in the treatment for the symmetric group, we can bound the maximal normalized character
χλ (Aut(M)) based on the minimum support of non-identity elements in Aut(M), for anyλ ∈ Ŝn\Λc.

To complete bounding the maximal normalized characters on the subgroupK, it remains to bound
the dimension of a representationτ ×λ of the groupGLk(Fq)×Sn with λ ∈ Ŝn\Λc. Since the dimen-
sion ofτ ×λ is

dτ×λ = dτdλ ≥ dλ ,

we prove the following lower bound fordλ .

Lemma 6. Let 0< c≤ 1/6 be a constant. Then there is a constantβ > 0 depending only on c such
that for sufficiently large n and forλ ∈ Ŝn\Λc,

dλ ≥ eβn .

Proof of Lemma 6 Consider an integer partition ofn, λ = (λ1, . . . ,λt), with bothλ1 andt less than
(1− c)n. Let λ ′ = (λ ′

1, . . . ,λ ′
λ1
) be the conjugate ofλ , wheret = λ ′

1 ≥ λ ′
2 ≥ . . . ≥ λ ′

λ1
and∑i λ ′

i = n.
WLOG, assumeλ ′

1 ≤ λ1. We label all the cells of the Young diagram of shapeλ asc1, . . . ,cn such
thatci is theith cell from the left of the first row, for 1≤ i ≤ λ1 (see Figure 1 below for an example).

c1 c2 c3 c4

c5 c6 c7

c8

Fig. 1. Young diagramλ = (4,3,1), where hook(c1) = 6, hook(c2) = 4, hook(c3) = 3, hook(c4) = 1.

The dimension ofλ is determined by thehook length formula[8, p.50]:

dλ =
n!

Hook(λ )
, Hook(λ ) =

n

∏
i=1

hook(ci) ,

where hook(ci) is the number of cells appearing in either the same column or the same row as the cell
ci , excluding those that are above or to the left ofci . In particular,

hook(ci) = λ1− i +λ ′
i for 1≤ i ≤ λ1.

If λ1 ≤ cn, we have hook(ci)≤ t +λ1 ≤ 2cn for all 1≤ i ≤ n, thus

dλ ≥ n!
(2cn)n ≥ nn

en(2cn)n ≥
(

3
e

)n

≥ eβn ,
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whereβ is any constant such that 0≤ β ≤ ln3−1.
Now we consider the casecn< λ1 < (1−c)n. Let λ̃ = (λ2, . . . ,λt), this is an integer partition of

n−λ1 whose Young diagram is obtained by removing the first row ofλ . Applying the hook length
formula forλ̃ and the fact thatdλ̃ ≥ 1 gives us:

Hook(λ̃ ) =
(n−λ1)!

dλ̃
≤ (n−λ1)! .

Then we have

Hook(λ ) = Hook(λ̃ )
λ1

∏
i=1

hook(ci)

≤ (n−λ1)!
λ1

∏
i=1

(λ1− i +λ ′
i )

= (n−λ1)!λ1!
λ1

∏
i=1

(
1+

λ ′
i −1

λ1− i +1

)

≤ (n−λ1)!λ1!exp

(
λ1

∑
i=1

λ ′
i −1

λ1− i +1

)
(since 1+x≤ ex for all x).

To upper bound the exponent in the last equation, we use Chebyshev’s sum inequality, which states
that for any increasing sequencea1 ≥ a2 ≥ . . .≥ ak and any decreasing sequenceb1 ≤ b2 ≤ . . .≤ bk of
real numbers, we havek∑k

i=1aibi ≤
(
∑k

i=1ai
)(

∑k
i=1bi

)
. Since the sequence{λ ′

i −1}λ1
i=1 is decreasing

and the sequence{1/(λ1− i +1)}λ1
i=1 is increasing, we get

λ1

∑
i=1

λ ′
i −1

λ1− i +1
≤ ∑λ1

i=1(λ
′
i −1)

λ1

(
λ1

∑
i=1

1
λ1− i +1

)
=

n−λ1

λ1

(
λ1

∑
i=1

1
i

)
.

For any integerN > 0 we have

N

∑
i=1

1
i
=



⌊√N⌋
∑
i=1

1
i


+




N

∑
i=⌊√N⌋+1

1
i


≤

⌊√
N
⌋
+

N−
⌊√

N
⌋

√
N

≤ 2
√

N .

Hence,

Hook(λ )≤ (n−λ1)!λ1!exp

(
2(n−λ1)√

λ1

)
.

It follows that

dλ ≥ n!

(n−λ1)!λ1!exp

(
2(n−λ1)√

λ1

)

=

(
n
λ1

)
exp

(
− 2n√

λ1
+2
√

λ1

)

≥
(

n
λ1

)λ1

exp

(
− 2n√

λ1
+2
√

λ1

)
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≥
(

1
1−c

)λ1

exp

(
− 2n√

λ1
+2
√

λ1

)
(sinceλ1 < (1−c)n)

≥
(

1
1−c

)cn

exp
(
−2
√

n/c+2
√

nc
)

(sinceλ1 ≥ cn) .

Choosing any constantβ such that 0< β < cln 1
1−c, we havedλ ≥ eβn for sufficiently largen. �

Remark The lower bound in Lemma 6 is essentially tight. To see this, consider the hook of width
(1− c)n and of depthcn. This hook has dimension roughly equalto

( n
cn

)
, which is no more than

(e/c)cn.

6.2 Applying the Main Theorem

Now applying Theorem 1, we show that

Theorem 4. Assume qk
2 ≤ nan for some constant0 < a < 1/4. Let m be the minimal degree of

the automorphism groupAut(M). Then for sufficiently large n, the subgroup K defined in(7) has
DK ≤ O(|K|2e−δm) , whereδ > 0 is a constant.

The proof of Theorem 4 follows the technical ideas discussedin the introduction,using the afore-
mentioned tools for controlling the maximal normalized characters onK.
Proof of Theorem 4 To apply Theorem 1, let 0< c<min{1/6,1/4−a} be a constant andSbe the set

of irreps of(GLk(Fq)×Sn) ≀Z2 of the forms{τ ×λ ,η ×µ}, {τ ×λ}, {τ ×λ}′ with τ ,η ∈ ĜLk(Fq)

andλ ,µ ∈ Λc, whereΛc is mentioned in Section 5. Firstly, we need upper bounds forχS(K), |S|, and
dS.

Since Aut(M) has minimal degreem, by Inequality (6) in Section 5, we have for allλ ∈ Ŝn\Λc,

χλ (Aut(M))≤ e−αm.

Combining with Lemma 6 yields

χS(K)≤ max
{

e−2αm,e−βn
}
≤ e−δm,

for some constantδ > 0 (we can setδ = min{2α,β}).

Since
∣∣∣ĜLk(Fq)

∣∣∣≤
∣∣GLk(Fq)

∣∣≤ qk2
and by Lemma 5, we have

|S| ≤
∣∣∣ĜLk(Fq)

∣∣∣
2
|Λc|2 ≤ q2k2

eO(
√

n) .

To bounddS, we start with bounding the dimension of each representation in S. A representation
{τ ×λ ,η ×µ} in Shas dimension

2dτ×λ dη×µ = 2dτdλ dηdµ ≤ 2dτdηn2cn ≤ 2qk2
n2cn,

where the first inequality follows Lemma 5. The last inequality holds because for anyτ ∈ ĜLk(Fq),

d2
τ ≤ ∑

ρ∈ ̂GLk(Fq)

d2
ρ = |GLk(Fq)| .
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Similarly, a representation{τ ×λ} or {τ ×λ}′ in Shas dimensiond2
τ×λ ≤ qk2

n2cn. Hence, the maxi-
mal dimension of a representation in the setS is

dS≤ 2qk2
n2cn.

Let 4a+4c< d < 1 be a constant and letγ1 be any constant such that 0< γ1 < d−4c−4a. Now we
set the dimension thresholdD = ndn. From the upper bounds on|S| anddS, we get

|S|d
2
S

D
≤ 4q4k2

eO(
√

n)n(4c−d)n

≤ 4eO(
√

n)n(4a+4c−d)n (sinceqk2 ≤ nan)

≤ n−γ1n for sufficiently largen.

Let L be the set of all irreps of(GLk(Fq)×Sn) ≀Z2 of dimension at leastD. Bounding|L| by the
number of irreps of(GLk(Fq)×Sn) ≀Z2, which is no more than square of the number of irreps of
GLk(Fq)×Sn, we have

|L| ≤
∣∣∣ĜLk(Fq)

∣∣∣
2 ∣∣∣Ŝn

∣∣∣
2
≤
∣∣GLk(Fq)

∣∣2 p(n)2 .

Hence, for sufficiently largen,

|L|D2
∣∣(GLk(Fq)×Sn) ≀Z2

∣∣ ≤
∣∣GLk(Fq)

∣∣2 p(n)2n2dn

2
∣∣(GLk(Fq)

∣∣2 |Sn|2
=

p(n)2n2dn

2(n!)2

≤ eO(
√

n)n2dn

2n2ne−2n

≤ eO(n)n2(d−1)n ≤ n−γ2n so long asγ2 < 2(1−d).

By Theorem 1, we have

DK ≤ 4|K|2(e−δm+n−γ1n+n−γ2n)≤ 4|K|2(e−δm+n−γn) ,

for some constantγ > 0. This completes the proof.
�

As qk2 ≤ nan, we have log
∣∣(GLk(Fq)×Sn) ≀Z2

∣∣ = O(logn! + logqk2
) = O(nlogn) . Hence, the

subgroupK is indistinguishable if|K|2e−δm ≤ (nlogn)−ω(1). The size of the subgroupK is given by
|K|= 2|H0|2, and|H0|= |Aut(M)|× |Fix(M)|, where

Fix(M)
def
=
{

S∈ GLk(Fq) | SM= M
}

is the set of scramblers fixingM. To bound the size of Fix(M), we record an easy fact which can be
obtained by the orbit-stabilizer formula:

Fact 2. Let r be the column rank of M. Then|Fix(M)| ≤ qℓk(k−r) .

Proof: WLOG, assume the firstr columns ofM areFqℓ -linearly independent, and each remaining
column is anFqℓ -linear combination of the firstr columns. LetN be thek× r matrix consisting of the
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first r columns ofM. Then we can decomposeM asM = (N | NA), whereA is anr × (n− r) matrix
with entries inFqℓ . Clearly, Fix(M) = Fix(N). Consider the action ofGLk(Fqℓ) on the set ofk× r
matrices overFqℓ . Under this action, the stabilizer ofN contains Fix(N), and the orbit of the matrixN,
denoted Orb(N), consists of allk× r matrices overFqℓ whose columns areFqℓ -linearly independent.

Thus,|Orb(N)|= (qℓk−1)(qℓk−qℓ) . . .(qℓk−qℓ(r−1)). By the orbit-stabilizer formula, we have

|Fix(N)| ≤
|GLk(Fqℓ)|
|Orb(N)| =

(qℓk−1)(qℓk−qℓ) . . .(qℓk−qℓ(k−1))

(qℓk−1)(qℓk−qℓ) . . .(qℓk−qℓ(r−1))

= (qℓk−qℓr)(qℓk−qℓ(r+1)) · · ·(qℓk−qℓ(k−1))≤ qℓk(k−r) .

�

Corollary 1. Assume qk
2 ≤ n0.2n and the automorphism groupAut(M) has minimal degreeΩ(n). Let

r be the column rank of M. Then the subgroup K defined in(7) hasDK ≤ |Aut(M)|4q4ℓk(k−r)e−Ω(n).
In particular, the subgroup K is indistinguishable if, further, |Aut(M)| ≤ eo(n) and r≥ k−o(

√
n)/ℓ.

The constraintqk2 ≤ n0.2n implies log|GLk(Fq)|=O(nlogn), so Alice only needs to flipO(nlogn)
bits to pick a randomS from GLk(Fq). Thus she needs onlyO(nlogn) coin flips overall to generate
her private key.

6.3 HSP-hard Instances of Code Equivalence

Definition 6. If M is a generator matrix or parity matrix of linear code C, and the subgroup K defined
in (7) is indistinguishable, then we say that the code C is anHSP-hard instance of Code Equivalence,
or HSP-hardfor short.

In other words, we say a linear codeC is HSP-hardif strong quantum Fourier sampling, or more
generally any measurement of a coset state, reveals negligible information about the permutation
betweenC and any code equivalent toC. Our results above suggest that the HSP-hardness of a linear
codeC may be related to its (permutation) automorphism group. To make this precise, let us recall
some definitions.

Definition 7. Let C be a q-ary[n,k]-linear code. Theautomorphism groupof C, denotedAut(C), is
the set of n×n monomial matricesQ overFq such that SGQ= G for some generator matrix G of C
and some k× k invertible matrix S overFq [19, pg. 238]. Thepermutation automorphism groupof
C, denotedPAut(C), is the subgroup ofAut(C) consisting of all permutation matrices inAut(C), i.e.,
PAut(C) = Aut(C)∩Sn.

We remark that if the codeC is binary, i.e.,q= 2, its permutation automorphism group coincides
with its automorphism group. Moreover, the notion of permutation automorphism group agrees with
the notion of automorphism group used by van Lint [36, pg.51]and Stichtenoth [35].

Observe that in the case the matrixM is a generator matrix of the codeC, we have Aut(M) =

PAut(C) andM has full rank. Thus, Corollary 1 immediately gives us:
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Corollary 2. Let C be a q-ary[n,k]-linear code such that qk
2 ≤ n0.2n. If |PAut(C)| ≤ eo(n) and the

minimal degree ofPAut(C) is Ω(n), then C is HSP-hard.

In the remaining part of this section, we will present a few specific cases of linear codes that are
HSP-hard. Most of these cases have been used or could be used in code-based cryptosystems.

6.3.1 Rational Goppa Codes (or Generalized Reed-Solomon Codes)

The first case of an HSP-hard linear code is rational Goppa codes, also known as Generalized Reed-
Solomon (GRS) codes described in Subsection 6.3.2. Our toolto show the HSP-hardness of rational
Goppa codes is due to a theorem of Stichtenoth [35].

Theorem 5. [Stichtenoth [35]] Suppose2≤ k≤ n−2. Then the (permutation) automorphism group
of any rational Goppa[n,k]-code over a field F is isomorphic to a subgroup ofPGL2(F), the projective
linear group over F.

In particular, we will use Stichtenoth [35]’s theorem to control the permutation automorphism
group of a rational Goppa code as follows.

Lemma 7. Suppose2≤ k≤ n−2. Let C be a rational Goppa code of length n and dimension k over
a field F, thenPAut(C)≤ |F |3 andPAut(C) has minimal degree at least n−2.

Proof: By Theorem 5, we have PAut(C)⊆ PGL2(F). Thus,

|PAut(C)| ≤ |PGL2(F)| ≤ |F |3 .

The lower bound ofn−2 on the minimal degree of PAut(C) is obtained by the observation that any
transformation inPGL2(F) that fixes at least three distinct projective lines must be the identity. �

The following theorem, which shows the HSP-hardness of rational Goppa codes, follows immedi-
ately from Corollary 2 and Lemma 7.

Theorem 6. Let C be a q-ary rational Goppa code of length n and dimension ksuch that qk
2 ≤ n0.2n.

Then C is an HSP-hard instance of Code Equivalence.

Rational Goppa codes were proposed to be used in a variant of the McEliece cryptosystem by
Janwa and Moreno [14]. However, this McEliece variant is broken by Sidelnikov and Shestakov
[32]’s structural attack.Therefore, the HSP-hardness of rational Goppa codes has little bearing on the
post-quantum security of such a code-based cryptosystem.

6.3.2 Alternant Codes

Recall that alternant codes are subfield subcodes of the generalized Reed-Solomon (GRS) codes. For-
mally, let v = (v1, . . . ,vn), wherevi ’s are nonzero elements of the fieldFqℓ , and letα = (α1, . . . ,αn),
whereαi ’s are distinct elements ofFqℓ . For each integerk0 < n, the GRS codeGRSk0(α,v) over the
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field Fqℓ is defined as follows:d

GRSk0(α,v) :=
{
(v1 f (α1), . . . ,vn f (αn)) | f (X) ∈ Fqℓ [X], degf < k0

}
.

Then thealternant codeAk0(α,v) is theq-ary code consisting of all codewords fromGRSk0(α,v)
with components inFq. In other words,Ak0(α,v) is the intersection ofGRSk0(α,v) andFn

q. Readers
can see [19, Ch.12] for backgrounds on alternant codes.

Fact 3. GRSk0(α,v) has k0×n generator matrices over a finite fieldFqℓ of the following form:

Mk0(α,v) :=




v1 f1(α1) v2 f1(α2) · · · vn f1(αn)
v1 f2(α1) v2 f2(α2) · · · vn f2(αn)

...
...

. . .
...

v1 fk0(α1) v2 fk0(α2) · · · vn fk0(αn)


 (9)

where f1, . . . , fk0 areFqℓ -linearly independent polynomials inFqℓ [X] of degree less than k0.

Fact 4. The dual code ofGRSk0(α,v) is GRSn−k0(α,v).

It follows thatGRSk0(α,v), and thereforeAk0(α,v), has an(n− k0)×n parity check matrix of
the formMn−k0(α,v). With this fact and using the result of Stichtenoth [35] again, we can show the
HSP-hardness of alternant codes as follows.

Theorem 7. Suppose q(n−k0)
2 ≤ n0.2n and q3ℓ ≤ eo(n). Then the alternant codeAk0(α,v) is HSP-hard.

Proof: Let k= n−k0 and consider the case where thek×n matrixM is of the formMn−k0(α,v). Thus,
M is a parity check matrix of the codeAk0(α,v).

On the other hand,M is also a generator matrix of the codeGRSn−k0(α,v), which implies thatM
has full rank and that Aut(M) = PAut(GRSn−k0(α,v)). SinceGRSn−k0(α,v) is a rational Goppa code
overFqℓ , by Lemma 7, we have PAut(GRSn−k0(α,v)) has size at mostq3ℓ and has minimal degree at
leastn−2.

The proof is then completed by applying Corollary 1. �

Note that ifM is a parity check matrix of the formMn−k0, a parity check matrixM over the subfield
Fq for Ak0(α,v) can be obtained by replacing each element inM with the corresponding column
vector inFℓ

q. Thus,M hasℓ(n−k0) rows, which implies thatAk0(α,v) has dimensionk′ ≥ n−ℓ(n−k0)

(alsok′ ≤ k0) [19, pg. 334]. The sufficient condition specified in Theorem7 for Ak0(α,v) to be HSP-
hard requiresℓ(n−k0) to be small, and thus, the dimension ofAk0(α,v) to be large.

In code-based cryptography, many subclasses of alternant codes have been proposed to be used.
One important subclass is binary Goppa codes, which is used in McEliece and Niederreiter cryptosys-
tems. Others subclasses aregeneralized Srivastava codes[25], quasi-monoidic alternant codes[5],
quasi-cyclic alternant codes(a subclass of these codes, namely quasi-cyclic Goppa codes, has been
proposed for use to reduce key sizes [6, 9, 4]). Technically,since alternant codes have an efficient

dMore precisely,αi can be∞, in which case,f (αi) is evaluated by the convention:f (∞) is theXk−1-coefficient of f (X).
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decoding algorithms [19, §9], any alternant code can be usedto build a code-based cryptosystem.
Theorem 7 suggests that a cryptosystem using alternant codes, with appropriate parameters, can resist
quantum attacks that use the standard QFS method to recover secret permutations. Of course, such
a cryptosystem is still subject to other quantum (or classical) attacks.Therefore, the HSP-hardness
of alternant codes does not guarantee that any cryptosystemusing an alternant code, including the
McEliece and Niederreiter systems, are secure against quantum and classical adversaries.

6.3.3 Reed-Muller Codes

We now consider binary Reed-Muller codes, which are used in the Sidelnikov cryptosystem [31].
Let m and r be positive integers withr < m, and letn = 2m. Fix an ordered list(α1, . . . ,αn) of
all 2m binary vectors of lengthm, i.e., Fm

2 = {α1, . . . ,αn}. The r th-order binary Reed-Muller code
of length n, denotedRM(r,m), consists of codewords of the form( f (α1), . . . , f (αn)), where f ∈
F2[X1, . . . ,Xm] ranges over all binary polynomials onm variables of degree at mostr. The code
RM(r,m) has dimension equal to the number of monomials of degree at most r,

k=
r

∑
j=0

(
m
j

)
.

To apply Corollary 2, we first need to chooser such thatk2 ≤ 0.2m2m. If r < 0.1m thenk< r
( m

0.1m

)
<

r20.47m, andk2 ≤ 0.2m2m for sufficiently largem.
Next, we examine the permutation automorphism group of the Reed-Muller codes. Recall that for

any binary code, the permutation automorphism group coincideswith the automorphism group. Let
GLm(F2) denote the set of invertiblem×mmatrices overF2. It is known [31, 19] that Aut(RM(r,m))

coincides with the general affine group of the spaceFm
2 . In other words, Aut(RM(r,m)) consists of all

affine permutations of the formσA,β (x) = Ax+β whereA∈ GLm(F2) andβ ∈ Fm
2 . Hence the size of

Aut(RM(r,m)) is

|Aut(RM(r,m))|= |GLm(F2)| · |Fm
2 | ≤ 2m2+m = 2O(log2 n) ≤ eo(n).

Finally, we compute the minimal degree of Aut(RM(r,m)) as follows.

Proposition 5. The minimal degree ofAut(RM(r,m)) is exactly2m−1 = n/2.

Proof: The minimal degree is at most 2m−1, since there is an affine transformation with support 2m−1.
For example, letA be them×m binary matrix with 1s on the diagonal and the(1,m)-entry and 0s
elsewhere. ThenσA,0 fixes the subspace spanned by the firstm−1 standard basis vectors. Its support
is the complement of this subspace, which has size 2m−1.

Conversely, ifσA,β fixes a setSthat spansFm
2 , thenσA,β must be the identity. To see this, letx0 ∈S

and consider the translated setS′ = S−x0. ThenAy= y for anyy∈ S′, since

y+x0 = σA,β (y+x0) = Ay+σA,β (x0) = Ay+x0 .

If S spansFm
2 then so doesS′, in which caseA = 1. Thenβ = 0, since otherwiseσ1,β doesn’t fix

anything, andσ1,0 is the identity.
Moreover, any setSof size greater than 2m−1 spansFm

2 . To see this, letB be a maximal subset ofS
consisting of linearly independent vectors. SinceB spansS, we have|S| ≤ 2|B|. Thus if |S|> 2m−1 we
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have|B| = m, soB and thereforeSspanFm
2 . Thus no nonidentity affine transformation can fix more

than 2m−1 points, and the minimal degree is at least 2m−1. �

We have proved the following:

Theorem 8. Reed-Muller codesRM(r,m) with r ≤ 0.1m and m sufficiently large are HSP-hard.

In the original proposal of Sidelnikov [31],r is taken to be a small constant, where the Reed-Muller
codes have low rate. It is worth noting that the attack of Minder and Shokrollahi [21] becomes infeasi-
ble in the high-rate case wherer is large, due to the difficulty of finding minimum-weight codewords,
while Theorem 8 continues to apply. However, as those authors point out, taking larger degrades the
performance of Reed-Muller codes, and presumably opens theSidelnikov system to other classical
attacks.

7 Strong Fourier Sampling overGL2(Fq)

Now we supplement applications of the main theorem (Theorem1) with the case of the finite general
linear groupG = GL2(Fq), whose structure and irreps are well known [8, §5.2].Our lower bounds
complement previous work of Ivanyos [13] on the hidden subgroup problem over general linear groups.
We remark also that our negative results may also have applications to quantum-resistant cryptosys-
tems: In a talk [37] at MIT in 2007, Umesh Vazirani outlined a one-way function whose security is
related to solving the hidden subgroup problem over the general linear group.

7.1 Irreducible Representations of GL2(Fq)

We will first present preliminary background on the structure ofGL2(Fq) followed by description of
its irreps. We refer readers to [8, §5.2] for the missing technical details in this part.

ViewingGL2(Fq) as the group of allFq-linear invertible endomorphisms of the quadratic extension
Fq2 of Fq, we have a large subgroup ofGL2(Fq) that is isomorphic toF∗

q2 via the identification:
{

fξ | ξ ∈ F
∗
q2

}
≃ F

∗
q2 , fξ ↔ ξ

where fξ : Fq2 → Fq2 is theFq-linear map given byfξ (ν) = ξ ν for all ν ∈ Fq2.
To turn each mapfξ into a matrix form, we fix a basis{1,γ} of Fq2 as a vector space overFq. For

eachξ ∈ Fq2, writing ξ = ξx,y = x+ γy for somex,y∈ Fq, then the mapfξ corresponds to the matrix(
x γ2y
y x

)
, sincefξ (1) = x+γy and fξ (γ) = γ2y+γx. Hence, we can rewrite the above identification

as {(
x γ2y
y x

)
| x,y∈ Fq,x 6= 0 ory 6= 0

}
≃ F

∗
q2 ,

(
x γ2y
y x

)
↔ ξx,y = x+ γy.

For example, ifq is odd, choose a generatorε of F∗
q, thenε must be non-square inFq, which

implies that
{

1,
√

ε
}

form a basis ofFq2 as a vector space overFq. In such a case, we can define
ξx,y = x+y

√
ε.

Conjugacy classes. The groupGL2(Fq) has four types of conjugacy classes in Table 1, with repre-
sentatives described as follows:

ax =

(
x 0
0 x

)
bx =

(
x 1
0 x

)
cx,y =

(
x 0
0 y

)
dx,y =

(
x γ2y
y x

)
. (10)
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Table 1. Conjugacy classes ofGL2(Fq), where[g] denotes the class of representativeg.

class [ax] [bx] [cx,y] = [cy,x] [dx,y] = [dx,−y]
x∈ F∗

q x∈ F∗
q x,y∈ F∗

q,x 6= y x∈ Fq,y∈ F∗
q

class size 1 q2−1 q2+q q2−q

number of classes q−1 q−1 (q−1)(q−2)
2

q(q−1)
2

There areq2 − 1 conjugacy classes, hence there are exactlyq2 − 1 irreps ofGL2(Fq). We shall
briefly describe below how to construct all those representations.

Linear representations. For each characterα : F∗
q → C∗ of the cyclic groupF∗

q, we have a one-
dimensional representationUα of GL2(Fq) defined by:

Uα(g) = α(det(g)) ∀g∈ GL(2,q) .

To computeUα(dx,y), we shall use the following fact:

det

(
x γ2y
y x

)
= NormFq2/Fq(ξx,y) = ξx,y ·ξ q

x,y = ξ q+1
x,y .

Recall that there areq−1 characters ofF∗
q = 〈ε〉 corresponding toq−1 places where the generatorε

can be sent to. The linear representationUα0, whereα0 is the character sendingε to 1, is indeed the
trivial representation, denotedU .

Irreducible representations by action onP1(Fq). GL2(Fq) acts transitively on the projective line
P1(Fq) in the natural way:

(
a b
c d

)
· [x : y] =

(
a b
c d

)[
x
y

]
= [ax+by : cx+dy] ,

in which the stabilizer of the infinite point[1 : 0] is the Borel subgroupB:

B=

{(
a b
0 d

)
| a,d ∈ F

∗
q, b∈ Fq

}
.

The permutation representation ofGL2(Fq) given by this action onP1(Fq) has dimensionq+1
and decomposes into the trivial representationU and aq-dimensional representationV. The character
of V is given as follows:

χV(ax) = q χV(bx) = 0 χV(cx,y) = 1 χV(dx,y) =−1.

By checking〈χV ,χV〉 = 1, we see thatV is irreducible. Hence, for each of theq−1 charactersα of
F∗

q, we have aq-dimensional irrepVα =V ⊗Uα . Note thatV =V ⊗U .

Irreducible representations induced from Borel subgroupB. For each pair of charactersα,β of
F∗

q, there is a character of the subgroupB:

φα ,β : B→ C
∗ by

(
a b
0 d

)
7→ α(a)β (d) .

In other words,φα,β is a one-dimensional representation of subgroupB. LetWα ,β be the representation
of GL2(Fq) induced byφα ,β . By computing characters, we have
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• Wα ,β =Wβ ,α ,

• Wα ,α =Uα ⊕Vα , and

• Wα ,β is irreducible forα 6= β . Each of these representations has dimension equal the index of
B in GL2(Fq), i.e.,[GL(2,q) : B] = q+1.

There are((q−1)2− (q−1))/2= (q−1)(q−2)/2 distinct irreps of this type.

Irreducible representations by characters ofF∗
q2. Let ϕ : F∗

q2 → C∗ be a character of the cyclic

groupF∗
q2. SinceF∗

q2 can be viewed as a subgroup ofGL2(Fq), we have the induced representation

Indϕ, which is not irreducible. However, it gives us a(q−1)-dimensional irrep with character given
by

χϕ = χV⊗Wα,1 − χWα,1 − χIndϕ if ϕ|F∗q = α.

Note that Indϕ ≃ Indϕq, thusXϕ ≃ Xϕq. So, the charactersϕ of F∗
q2 with ϕ 6= ϕq give a rise to the

1
2q(q−1) remaining irreps ofGL2(Fq).

A summary of all irreducible characters ofGL2(Fq) is given in Table 2 below.

Table 2. Character table ofGL2(Fq), whereα,β are characters ofF∗
q (α 6= β ), andϕ is a character ofF∗

q2 with

ϕq 6= ϕ; ax,bx,cx,y,dx,y are elements ofGL2(Fq) defined in (10), anddρ = χρ (a1) is the dimension ofρ.

Irrep ρ dρ χρ(ax) χρ(bx) χρ(cx,y) χρ(dx,y)

Uα 1 α(x2) α(x2) α(xy) α(ξ q+1
x,y )

Vα q qα(x2) 0 α(xy) −α(ξ q+1
x,y )

Wα ,β q+1 (q+1)α(x)β (x) α(x)β (x) α(x)β (y)+α(y)β (x) 0
Xϕ q−1 (q−1)ϕ(x) −ϕ(x) 0 −ϕ(ξx,y)−ϕ(ξ q

x,y)

From the character table ofGL2(Fq), we can easily draw the following facts:

Fact 5. Let σ be an irrep ofGL2(Fq). Then

• For all g ∈ GL2(Fq), |χσ (g)|= dσ if g is a scalar matrix, and|χσ (g)| ≤ 2 otherwise.

• If dσ > 1, then q−1≤ dσ ≤ q+1.

7.2 Applying the Main Theorem to GL2(Fq)

Let H be a subgroup ofGL2(Fq). If H contains a non-identity scalar matrix, we haveχσ (H) = 1
for all σ , making it impossible to find a set of irreps whose maximal normalized characters onH are
small enough to apply our general main theorem (Theorem 1). For this reason, we shall assume that
H does not contain scalar matrices except for the identity. Anexample of such a subgroupH is any
group lying inside the subgroup of triangular unipotent matrices

{
T(b) | b∈ Fq

}
, where

T(b) :=

(
1 b
0 1

)
.

From Fact 5, it is natural to choose the setSin Theorem 1 to be the set of linear (i.e., 1-dimensional)
representations, and choose the dimensional thresholdD to beq−1. However, sinceGL(2,q) hasq−1
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linear representations, i.e.,|S|= D, we can’t upper bound∆ by |S|. We prove the following lemma to
provide a strong upper bound on∆, which is, in this case, the maximal number of linear representations
appearing in the decomposition ofρ ⊗ρ∗, for any nonlinear irrepρ .

Lemma 8. Let ρ be an irrep ofGL(2,q). Then at most two linear representations appear in the
decomposition ofρ ⊗ρ∗.

To prove this lemma, we observe that ifρ is a linear irrep ofGL(2,q) thenρ ⊗ρ∗ is the trivial
representation. Therefore, we shall only consider the cases whereρ is non-linear.

Recall that the multiplicity ofUα in ρ ⊗ρ∗ is given by

〈
χρ⊗ρ∗ ,χUα

〉
=

1
|G| ∑

g∈G

|χρ(g)|2χUα (g) =
1
|G| (A(ρ ,α)+B(ρ ,α)+C(ρ ,α)+D(ρ ,α)) ,

whereA(ρ ,α),B(ρ ,α),C(ρ ,α),D(ρ ,α)) are thesumsof |χρ(g)|2χUα (g) over all elementsg in the
conjugacy classes with representatives of the formax,bx,cx,y anddx,y, respectively. That is, from the
description of conjugacy classes in Table 1, we have

A(ρ ,α) = ∑
x∈F∗q

|χρ(ax)|2χUα (ax)

B(ρ ,α) = (q2−1) ∑
x∈F∗q

|χρ(bx)|2χUα (bx)

C(ρ ,α) =
1
2
(q2+q) ∑

x,y∈F∗q,x6=y

|χρ(cx,y)|2χUα (cx,y)

D(ρ ,α) =
1
2
(q2−q) ∑

x,y∈Fq,y6=0

|χρ(dx,y)|2χUα (dx,y) .

Our goal below will be to show that
〈
χρ⊗ρ∗ ,χUα

〉
= 0 for all but two linear representationsUα

and for all non-linearirrepsρ of GL2(Fq). We begin with the following lemma.

Lemma 9. Let F be a finite field andφ : F× → C∗ be a non-trivial character of the cyclic group F×,
i.e.,φ(x) 6= 1 for some x. Then∑x∈F× φ(x) = 0.

Proof: Let n be the order ofF× and letτ be a generator ofF×. Thenτn = 1 which impliesφ(τ)n = 1.
Sinceφ is non-trivial, we must haveφ(τ) 6= 1. Hence,

∑
x∈F×

φ(x) =
n−1

∑
k=0

φ(τk) =
n−1

∑
k=0

φ(τ)k =
φ(τ)n−1
φ(τ)−1

= 0.

�

Note that for any characterα of F∗
q, the mapα2 : F∗

q → C∗ defined byα2(x) = α(x2) is also a
character ofF∗

q. Hence, we have the following direct corollaries of Lemma 9.

Corollary 3. Let α be a character ofF∗
q such thatα2 is non-trivial. Then∑x∈F∗q α(x2) = 0.
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Corollary 4. Let ρ be an irrep ofGL2(Fq) and letα be a character ofF∗
q such thatα2 is non-trivial.

Then we always have A(ρ ,α) = B(ρ ,α) = 0.

Proof: Observe that|χρ(ax)| and|χρ(bx)| do not depend onx, andχUα (ax)= χUα (bx)=α(x2). Hence,
to showA(ρ ,α) = B(ρ ,α) = 0, it suffices to use the fact that∑x∈F∗q α(x2) = 0. �

Remark There are at most two charactersα of F∗
q such thatα2 is trivial. They are the trivial one, and

the one that mapsε → ω
q−1

2 if q is odd, whereω = e
2π i
q−1 is a primitive(q−1)th root of unity, andε is a

chosen generator of the cyclic groupF∗
q. To see this, supposeα(ε) =ωk, for somek∈{0,1, . . . ,q−2}.

If α(ε)2 = 1, thenω2k = 1, which impliesq−1 | 2k becauseω has orderq−1. Hence 2k∈ {0,q−1}.

With this remark, Lemma 8 immediately follows Lemma 10 below.

Lemma 10. Let ρ be a non-linear irrep ofGL2(Fq) and letα be a character ofF∗
q such thatα2 is

trivial. Then Uα does not appear in the decomposition ofρ ⊗ρ∗.

Proof: We will prove case by case ofρ thatC(ρ ,α) = D(ρ ,α) = 0, which, together with Corollary 4,
will complete the proof for the lemma.

Caseρ =Wβ ,β ′ . For this case, as|χWβ ,β ′ (dx,y)|= 0, we only need to showC(Wβ ,β ′ ,α) = 0. Consid-

eringx,y∈ F∗
q with x 6= y and lettingz= x−1y 6= 1, we have

|χWβ ,β ′ (cx,y)|2 = [β (x)β ′(y)+β (y)β ′(x)][β (x−1)β ′(y−1)+β (y−1)β ′(x−1)]

= 2+β (xy−1)β ′(yx−1)+β (yx−1)β ′(xy−1)

= 2+β (z−1)β ′(z)+β (z)β ′(z−1) .

This means|χWβ ,β ′ (cx,y)|2 only depends onz= x−1y. Now letγ(z) = |χWβ ,β ′ (cx,y)|2α(z), we have

|χWβ ,β ′ (cx,y)|2χUα (cx,y) = |χWβ ,β ′ (cx,y)|2α(x2z) = γ(z)α(x2).

Hence,

∑
x,y∈F∗q,x6=y

|χρ(cx,y)|2χUα (cx,y) = ∑
x,z∈F∗q,z6=1

γ(z)α(x2)

=


 ∑

x∈F∗q
α(x2)




 ∑

z∈F∗q,z6=1

γ(z)


= 0

by Corollary 3, completing the proof for the caseρ =Wβ ,β ′ .

Caseρ =Vβ . Since|χVβ (cx,y)|= 1 andχUα (cx,y) = α(xy) = α(x)α(y),

∑
x,y∈F∗q,x6=y

|χVβ (cx,y)|2χUα (cx,y) = ∑
x,y∈F∗q,x6=y

α(x)α(y) =


 ∑

x∈F∗q
α(x)




2

− ∑
x∈F∗q

α(x2) = 0
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by Lemma 9 and Corollary 3. This showsC(Vβ ,α) = 0.

Now we are going to show thatD(Vβ ,α) = 0, or equivalently,∑x,y∈Fq,y6=0 α(ξ q+1
x,y ) = 0. We have

∑
ξ∈F∗

q2

α(ξ q+1) = ∑
x,y∈Fq,y6=0

α(ξ q+1
x,y )+ ∑

x∈F∗q
α(ξ q+1

x,0 ) = ∑
x,y∈Fq,y6=0

α(ξ q+1
x,y ) .

where in the last equality, we apply Corollary 3 and the fact thatξ q+1
x,0 = xq+1 = x2 for all x∈ F∗

q.

Consider the mapφ : F∗
q2 → C∗ given byφ(ξ ) = α(ξ q+1). Clearly,φ is a character ofF∗

q2. Since

α2 is non-trivial andα2(x) = α(x2) = α(xq+1) = φ(x) for all x∈ F∗
q, the mapφ is also non-trivial. By

Lemma 9, we have∑ξ∈F∗
q2

α(ξ q+1) = 0, which impliesD(Vβ ,α) = 0.

Caseρ = Xϕ . As it is clear from the character table ofGL2(Fq) thatC(Xϕ ,α) = 0, it remains to

showD(Xϕ ,α) = 0, or equivalently,D0
def
= ∑x,y∈Fq,y6=0 |ϕ(ξx,y)+ϕ(ξ q

x,y)|2α(ξ q+1
x,y ) = 0. We have

D0 = ∑
ξ∈F∗

q2

|ϕ(ξ )+ϕ(ξ q)|2α(ξ q+1)

︸ ︷︷ ︸
D1

− ∑
x∈F∗q

|ϕ(ξx,0)+ϕ(ξ q
x,0)|2α(ξ q+1

x,0 )

︸ ︷︷ ︸
D2

.

For ξ ∈ F∗
q2, we have

|ϕ(ξ )+ϕ(ξ q)|2 = (ϕ(ξ )+ϕ(ξ q))(ϕ(ξ )−1+ϕ(ξ q)−1) = 2+ϕ(ξ q−1)+ϕ(ξ 1−q) .

Hence, sincexq−1 = 1 for all x∈ F∗
q and by Corollary 3,

D2 = ∑
x∈F∗q

(2+ϕ(xq−1)+ϕ(x1−q))α(xq+1) = 3 ∑
x∈F∗q

α(x2) = 0.

The last thing we want to show is thatD1 = 0. Consider the mapφ : F∗
q2 → C∗ given byφ(ξ ) =

ϕ(ξ q−1)α(ξ q+1), which is apparently a character ofF∗
q2. We shall see that it is non-trivial. Letω be

a generator ofF∗
q2. Sinceωq2−1 = 1, we haveφ(ωq+1) = α(ω(q+1)2) = α(ω2(q+1)) = α2(ωq+1).

On the other hand,ωq+1 is a generator forF∗
q, becauseωk(q+1) with k = 0,1, . . . ,q− 2 are dis-

tinct, andω(q−1)(q+1) = 1. Hence, ifφ(ωq+1) = 1, thenα2(x) = 1 for all x ∈ F∗
q. But sinceα2 is

non-trivial, we must haveφ(ωq+1) 6= 1, which meansφ is non-trivial. Applying Lemma 9, we get
∑ξ∈F∗

q2
ϕ(ξ q−1)α(ξ q+1) = 0. Similarly, we also have∑ξ∈F∗

q2
ϕ(ξ 1−q)α(ξ q+1) = 0. Combining with

the fact that∑ξ∈F∗
q2

α(ξ q+1) = 0, which has been proved in the previous case, we have shownD1 = 0,

completing the proof.
�

Now applying Theorem 1 withS being the set of linear representations, andL being the set of
non-linear irreps ofGL2(Fq), we have:

Corollary 5. Let H be a subgroup ofGL2(Fq) that does not contain any scalar matrix other than the
identity. ThenDH ≤ 28|H|2/q.
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Proof of Corollary 5 Let Sbe the set of linear representations ofGL2(Fq) and letD = q−1. Then in
this case,LD is the set of all non-linear irreps ofGL2(Fq).

Sinceχσ (H)≤ 2/(q−1) for all nonlinear irrepσ , we have

χS(H)≤ 2/(q−1)≤ 0.5/|H| .

To bound the second term in the bound of 1, we have∆ ≤ 2 by Lemma 8 anddS= 1, thus

∆
d2

S

D
≤ 2/(q−1)≤ 3/q.

As |G|= (q−1)2q(q+1) and|LD|= |S|= q−1, we have

|LD|D2

|G| =
(q−1)3

(q−1)2q(q+1)
=

q−1
q(q+1)

< 1/q.

By Theorem 1,DH ≤ 4|H|2 (7/q) . �

In particular,H is indistinguishable by strong Fourier sampling overGL2(Fq) if |H| ≤ qδ for some
δ < 1/2, because in that case we haveDH ≤ 28q2δ−1 ≤ log−c |GL2(Fq)| for all constantc> 0.

Examples of indistinguishable subgroups ofGL2(Fq). As a specific example, consider a cyclic
subgroupHb generated by a triangular unipotent matrixT(b) for anyb 6= 0. SinceT(b)k = T(kb) for
any integerk≥ 0, the order ofHb is the least positive integerk such thatkb= 0. In particular, the order
of Hb equals the characteristic of the finite fieldFq. Supposeq = pn for some prime numberp and
n> 2. ThenFq has characteristicp, and hence,|Hb|= p. By Corollary 5, we haveDHb ≤ O(p2−n).

Similarly, consider a subgroupHa,b generated by two distinct non-identity elementsT(a) and
T(b). Since elements ofHa,b are of the formT(ka+ ℓb) for k, ℓ ∈ {0,1, . . . , p−1}, we have|Ha,b| ≤
p2. Thus, the distinguishability ofHa,b using strong Fourier sampling overGL2(Fpn) is O(p4−n).
Clearly, bothHb andHa,b are indistinguishable, forn sufficiently large. More generally, any subgroup
generated by a constant number of triangular unipotent matrices is indistinguishable.
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