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Abstract

We analyze a randomized version of the Brelaz heuristic on sparse random graphs. We prove that almost
all graphs with average degree dp4:03; i.e., Gðn; p ¼ d=nÞ; are 3-colorable and that a constant fraction of
all 4-regular graphs are 3-colorable.
r 2003 Elsevier Inc. All rights reserved.
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1. Introduction

Let Gðn; pÞ be a random graph on n vertices where each edge appears independently of all
others with probability p: The study of such graphs was pioneered in the seminal paper [10] of
Erd +os and Rényi where it was established that a number of monotone properties exhibit ‘‘sharp
threshold’’ behavior. Let us say that a sequence of events En holds with high probability (w.h.p.) if
limn-N Pr½En� ¼ 1 and let us say that a property holds ‘‘for almost all graphs with average degree
d’’ if it holds w.h.p. in Gðn; p ¼ d=nÞ:
Let dk ¼ supfd : Gðn; d=nÞ is k-colorable w:h:p:g: Determining d3 was posed as an open

problem by Erd +os and Rényi in [10]. It remains open to date. Moreover, it is widely conjectured
that for d4dk; w.h.p. Gðn; d=nÞ is not k-colorable, i.e., that k-colorability has a sharp threshold
for all kX3: Locating the k-colorability threshold is a central open problem of random graph
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theory and, in fact, this problem has attracted a fair amount of attention in other fields. For
example, sophisticated computational experiments and non-rigorous arguments based on
techniques from statistical physics [6,22] suggest d3E4:69:
Upper bounds on dk come from probabilistic counting arguments. Indeed, for k ¼ 3 the best

such bound is due to Kaporis et al. [11] who proved d3p4:99: Lower bounds, on the other hand,
have been established by constructive, i.e., algorithmic, arguments. In particular, the observation
that a graph is k-colorable if it has no subgraph of minimum degree k; i.e., a k-core; allowed the
derivation of all early lower bounds on d3: Specifically, Łuczak [17] proved that Gðn; d=nÞ w.h.p.
has no 3-core for d ¼ 1:0001; i.e., after the giant component has emerged; shortly afterwards,
Chvátal [9] improved the bound for the existence of a 3-core greatly to d ¼ 2:88: Finally, in [23],
Pittel, Spencer, and Wormald determined exactly the threshold for the emergence of a k-core for
all kX3; establishing d3X3:35y:
In [3], Achlioptas and Friedgut established that k-colorability has a sharp threshold, albeit a

non-uniform one. That is, they proved that for all kX3; there exists a function dkðnÞ such that for
every e40; if np ¼ ð1	 eÞdkðnÞ then w.h.p. Gðn; pÞ is k-colorable, but if np ¼ ð1þ eÞdkðnÞ then
w.h.p. Gðn; pÞ is non-k-colorable. Let us say that a sequence of events En holds with uniformly
positive probability (w.u.p.p.) if lim infn-N Pr½En�40: This sharp threshold has the following,
very useful, immediate corollary.

Corollary 1 (Achlioptas and Friedgut [3]). If Gðn; d�=nÞ is k-colorable w.u.p.p. then dkXd�:

Achlioptas and Molloy [4] were the first to go beyond the 3-core lower bound for d3 by
analyzing a greedy list-coloring algorithm called 3-gl. Specifically, 3-gl maintains a list of
available colors for each vertex. Initially, all vertices have the same 3 available colors. The
algorithm attempts to color a graph by repeatedly (i) picking a random vertex v among those with
fewest available colors, (ii) assigning v a random color c from its list, and (iii) removing color c

from the lists of v’s neighbors. In [4] it was shown that if do3:847y; then 3-gl colors Gðn; d=nÞ
w.u.p.p. implying d3X3:847 via Corollary 1. That was the best known lower bound for d3 prior to
this work.
Here we consider a generalization of 3-gl in which ties between vertices with the same

number of available colors are not broken uniformly at random, but rather by taking into
account the number of remaining uncolored neighbors of each vertex. In particular, vertices
with many uncolored neighbors are picked with higher probability, thus giving a proba-
bilistic version of the Brelaz heuristic [8]. By analyzing our heuristic on Gðn; d=nÞ we prove
the following.

Theorem 1. Gðn; 4:03=nÞ is 3-colorable w.u.p.p.

Invoking Corollary 1 we get

Corollary 2. Almost all graphs with average degree 4:03 are 3-colorable.

In proving Theorem 1 we actually derive a complete analysis of our heuristic on random graphs
of bounded degree with an arbitrary degree sequence. This enables us to establish, for example,
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the first non-trivial result for the 3-colorability of random regular graphs. More precisely, for the
set of all 4-regular graphs on n vertices with the uniform measure we prove

Theorem 2. A random 4-regular graph is 3-colorable w.u.p.p.

1.1. Organization of the paper

In the next section, we present our algorithm along with related work and motivation. In
Section 3 we give an overview of the configuration model of random graphs and show how the
analysis of our algorithm can be carried out in that model. In Section 4 we relate the configuration
model to Theorems 1 and 2 and show how to separate out the tiny fraction of unbounded-degree
vertices present in Gðn; d=nÞ; leaving a list-coloring problem on a random graph of bounded
degree. (We deal with these vertices separately in Section 12 as they are not central to our
analysis.) In Section 5 we give a proof outline for the analysis of our algorithm on sparse random
graphs with a fixed degree sequence and bounded degree. In Section 6 we introduce multitype
branching processes and establish that they have certain crucial variational properties.
The main part of the analysis is given in Sections 7–9 where we use multitype branching process

to apply the technique of differential equations. In particular, we derive a finite system of
differential equations, parameterized by our preference function for higher degree vertices, that
approximates the mean path of the random process corresponding to the uncolored vertices. In
Section 10 we integrate these differential equations, with a strong preference for vertices of high
degree, yielding the claimed results. Finally, in Section 11 we show how our system of differential
equations parallels the one in [4] when the preference function is independent of the degrees of
the vertices.

2. Our algorithm, related work, and motivation

Our results are based on analyzing the performance of the following algorithm, called A, which
proceeds by maintaining a list of available colors cðvÞ for each uncolored vertex v: In each step,
some uncolored vertex w is chosen and permanently assigned a random color from cðwÞ; there is
no backtracking. Initially, all lists contain the same set of three colors fR;G;Bg: At any moment,
for each uncolored vertex v; its list cðvÞ consists of the colors originally available to v minus the

colors assigned to its colored neighbors. Thus, the algorithm fails if we ever have cðvÞ ¼ | for
some uncolored vertex. We will say that v is a ‘‘q-color vertex’’ if jcðvÞj ¼ q: Throughout the
paper, unless specified otherwise, the degree of a vertex v; denoted by degðvÞ; will equal the
number of its uncolored neighbors. The function h; determining the algorithm’s preference for
2-color vertices with a given degree, will be specified later.

Remark. Note that in our implementation of A, if a 0-color vertex is ever generated, then A goes
on forever (since such vertices remain uncolored). This impractical choice has the benefit of
allowing us to analyze each iteration of the while loop without having to condition on A not
having failed already. Note also that A colors only one 3-color vertex per connected component of
the input graph (hence its lack of care in selecting such vertices).
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Algorithm A

while there are uncolored vertices
if there are 2-color vertices

then

pick a 2-color vertex v with probability proportional to hðdegðvÞÞ;
color(v)

else

pick a 3-color vertex v uniformly at random;
color(v)

while there are 1-color vertices
pick a 1-color vertex v uniformly at random;
color(v)

procedure color(v)
pick cAcðvÞ uniformly at random;
for all w adjacent to v set cðwÞ’cðwÞ 	 c;

The list-coloring algorithm 3-gl considered in [4] is equivalent to A with h being the constant
function. That is, when 2-color vertices exist 3-gl chooses from among such vertices uniformly at
random. This method of choosing 2-color vertices has a property that greatly simplifies the
analysis: if the original graph is distributed as Gðn; pÞ; then after t vertices have been colored the
graph induced by the uncolored vertices is distributed as Gðn 	 t; pÞ: As a result, one can model
the evolution of the graph induced by the uncolored vertices with a Markov process that has a
very compact state representation; namely, the number of vertices having each of the 8 possible
color lists. At the same time, it is intuitively clear that choosing 2-color vertices uniformly at
random is not ideal. For example, it is very natural to give priority to the 2-color vertices that
have high degree in the graph induced by the uncolored vertices. Such vertices, prima facie, are
more constrained, so it makes sense to color them before we attempt to color less constrained
vertices. Indeed, the Brelaz heuristic is exactly this idea taken to the extreme: hðiÞ ¼ 1 if i is the
maximum degree, and hðiÞ ¼ 0 otherwise.
Our original motivation in this work was to improve upon the bound of [4] for the 3-

colorability of Gðn; d=nÞ by analyzing algorithms that give priority to high-degree vertices.
Clearly, for any such algorithm, the graph induced by the uncolored vertices will stop being
Gðn; pÞ very quickly and our model for the graph induced by the uncolored vertices should, at a
minimum, capture information about the different degrees. As we will see, A has the property that
if the input graph is uniformly random conditional on its degree sequence, then the same is true for
the graph induced by the uncolored vertices, for any choice of h: As a result, it turns out to be
sufficient to refine our earlier notion of state so that it reflects how many vertices of degree i have
each of the 8 possible color lists for every i: This blowup in the state representation is precisely
what enables us to analyze a more sophisticated heuristic on Gðn; pÞ: At the same time, since the
input graph now need only be random conditional on its degree sequence, rather than be Gðn; pÞ;
we get a uniform analysis for a much larger class of graphs, e.g. random regular graphs. So, in the
end we get to analyze a better heuristic in a more general setting.
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To prove Theorems 1 and 2 there are two main technical challenges we need to overcome. The
first challenge, as in [4], is establishing ‘‘list-stability’’, i.e., that each of the three different 2-color
lists appears on a roughly equal number of 2-color vertices throughout the algorithm’s execution.
Since we now have to distinguish these vertices according to their degree, dealing with this issue in
a probabilistic manner as in [1,4], or via the lazy-server lemma as in [2], is particularly
cumbersome. Instead, here we first show how to model the evolution of the algorithm’s state using
multitype branching processes. Then we establish, algebraically, a certain variational stability for
subcritical such processes. From that stability we will infer that perturbing any component of the
state by oðnÞ has a vanishing effect on the algorithm’s probabilistic behavior. As a result, list-
stability will follow readily from the symmetry of certain differential equations we will associate
with the state evolution.
The second challenge has to do with the preference function h: Assume for a moment that we

chose h to be as in the Brelaz heuristic, i.e., placing all the probability mass on maximum-degree 2-
color vertices. While this certainly favors high-degree vertices, it results in an unwieldy
probabilistic process. This is because the maximum degree among 2-color vertices is a very volatile
random variable, potentially changing each time a 3-color vertex becomes a 2-color vertex.
Maintaining this maximum degree information as part of the state would require an extremely
‘‘microscopic’’ representation of the random process and a correspondingly cumbersome analysis.
In particular, with such a state representation it is not possible to apply the technique of
differential equations for approximating the state evolution.
To overcome this difficulty, we observe that we can think of the Brelaz heuristic as setting

hðiÞ ¼ ia where a-N: Therefore, taking hðiÞ ¼ ia where ab0 but finite, gives a ‘‘soft’’ version of
the rule. The crucial point is that in this soft version, the probability of selecting a 2-color vertex
of a given degree is a smooth function of the degree sequence. That is, if the number of vertices of
each degree is perturbed by oðnÞ; this probability changes only by oð1Þ: This is crucial as it allows
us to use differential equations to analyze A’s performance. Moreover, considering larger and
larger values of a allows us to get a better and better approximation of the Brelaz heuristic while
maintaining a tractable process. In fact, we will see that taking a ¼ 13 appears to be enough to
come very close to the limiting performance.
We want to point out that, up to now, relatively few algorithms have been analyzed in the

degree sequence setting. While selecting vertices of a certain degree is often extremely useful, doing
so can complicate the analysis greatly. The smoothing idea we introduce here provides the benefits
of such selection, at least in a ‘‘soft’’ form, while maintaining a tractable analysis. Indeed, we
consider this idea the main conceptual contribution of the paper.

3. The random configuration model

A random graph with a fixed degree sequence is a graph chosen uniformly at random among all
graphs with that degree sequence. So, for example, a random graph on a degree sequence where
all vertices have degree r is a uniformly random r-regular graph. It is not hard to see that a
random graph Gðn; pÞ is also uniformly random conditional on its degree sequence. For this, first
observe that a random graph Gðn; pÞ is uniformly random conditional on its number of edges and
then observe that a uniformly random graph with a given number of edges is uniformly random
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conditional on its degree sequence. (We deal with the fact that the degree sequence of Gðn; pÞ is
itself a random variable in the next section.)
As it turns out, studying random graphs with a fixed degree sequence directly is cumbersome. A

very useful device in that vein is the random configuration model introduced by Bender and
Canfield [5] and refined by Bollobás [7] and Wormald [24]. Suppose we are given a list V of
vertices and their degrees, such that

P
v degðvÞ is even. In steps 1 and 2 below, we generate a

random configuration (matching) with this degree sequence; in step 3 we use the configuration to
form a random multigraph on the given vertices.

(1) Form a set V 0 consisting of degðvÞ copies of each vertex vAV :
(2) Pick a uniformly random perfect matching E0 on V 0:
(3) For each matching pair in E0; add an edge between the corresponding vertices in V :

Clearly, a multigraph formed in this way may contain self-loops or multiple edges. If, though, it
turns out to be simple, then it is a uniformly random graph on the given degree sequence. In the
rest of the paper we will frequently use this equivalence of random multigraphs and random
configurations, switching to the more suitable perspective for the statement at hand. In particular,
our results will follow by running A on random configurations and proving that w.u.p.p. the
corresponding multigraph is simple and 3-colorable. To do this, we first observe that step (2)
above can be performed by sequentially selecting pairs of yet unmatched vertices and matching
them. Then, we modify procedure color, so that the sequential matching in step (2) is performed
by A along with the coloring of the vertices. Specifically, after assigning color c to vertex vAV ; A
sequentially does the following for each copy v0AV 0 of v:

(a) Select a random copy u0AV 0 	 v0: Let u be the vertex of u0:
(b) Add the edge fu0; v0g to E0:
(c) Remove c from cðuÞ:
(d) Remove v0 and u0 from V 0:

Alternatively, one can think of A as ‘‘discovering’’ (rather than generating) the random
configuration as it colors it. In particular, we will sometimes refer to step (b) above as ‘‘exposing’’
copies u0; v0: By the principle of deferred decisions [13], if the input is a uniformly random
multigraph with a given degree sequence, then the uncolored vertices always induce a multigraph
that is uniformly random conditional on its degree sequence. The degree of a vertex v; degðvÞ; is
thus its number of unexposed copies. Note that if an edge e in the configuration corresponds to a
multiple edge or self-loop, the algorithm still proceeds as desired, i.e., e has no effect on A’s
coloring of the graph. Naturally, if there are no self-loops or multiple edges incident to v; degðvÞ
equals v’s original degree minus the number of its colored neighbors.
We will refer to a step of the algorithm in which a 2- or 3-color vertex is colored as a free step,

and a step in which a 1-color vertex is colored as a forced step. We will call a single iteration of A’s
while loop a round. Thus, a round consists of a single free step and an ensuing sequence of forced
steps, so that no 1-color vertices remain at the end of a round. Also, for the purposes of the
analysis, it will be convenient to process 0-color vertices in the following manner (rather than
leaving them uncolored): as soon as a 0-color vertex v is created, we add a random color
cAfR;G;Bg to cðvÞ and label v bad. Clearly, the algorithm now fails if a bad vertex is ever
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created, but this trick ensures that at the beginning of every round only 2- and 3-color vertices
are present.

4. Preliminaries and notation

Theorem 2, regarding random 4-regular graphs, is implied by following lemma, which we will
establish by analyzing A on random 4-regular configurations.

Lemma 1. W.u.p.p. a random 4-regular multigraph is simple and 3-colorable.

To prove Theorem 1, regarding Gðn; pÞ; we will rely on the fact that the degree sequence of
Gðn; d=nÞ is very tightly concentrated around its expectation. In particular, it is random graph

theory folklore that for any constant d; w.h.p. Gðn; d=nÞ has ðe	ddi=i!Þ  n þ oðn2=3Þ vertices of
degree ip2 log n=log log n and no vertices of higher degree. Let D be any degree sequence such
that w.h.p. D dominates the degree sequence of Gðn; d=nÞ and let p be any monotone graph
property. It is easy to see that if a random multigraph on D is simple and has p with probability t;
then Gðn; d=nÞ must have p with probability at least t	 oð1Þ: Thus, Theorem 1 follows from the
following lemma regarding random configurations on degree sequences that w.h.p. dominate the
degree sequence of Gðn; 4:03=nÞ:

Lemma 2. Let D� be any degree sequence with ðe	ddi=i!Þ  n þ oðn2=3Þ vertices of degree

ip2 log n=log log n and no vertices of higher degree, where d ¼ 4:0309: W.u.p.p. a random
multigraph on D� is simple and 3-colorable.

To prove Lemma 2 we will separate the vertices of high degree and a few of their neighbors,
handle them by a separate argument, and invoke A to color the remaining bulk of the graph.

Definition 3. Let Dmax ¼ 30: A vertex v has high degree if its initial degree is greater than Dmax and
low degree otherwise. Let

f ¼ fðdÞ ¼
X

i4Dmax

ie	ddi=i!:

Remark. All subsequent references to Dmax and f refer to Definition 3. Numerically, for d ¼
4:0309; we have f ¼ 4:475y� 10	16:

We divide the graph into a (mostly) high-degree part K ; a low-degree part B and an interface set
L as follows. Note that L is contained in both K and B:

Definition 4. For a random configuration C let EH be the set of edges in C incident to high-degree
vertices. Let H be the multigraph induced by EH : Let Y be the set of low-degree vertices that lie in
cyclic components of H: Let EY be the set of edges in C incident to vertices in Y : Let K be the
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multigraph induced by EH,EY : Let B be the graph induced by C	 fEH,EYg: Let L be the set
of all low-degree vertices in K which are not in Y :

Lemma 2 follows from the following two lemmata.

Lemma 3. Let D� be any degree sequence as in Lemma 2 and let C be a random configuration on D�:
Then:

(1) W.u.p.p. the multigraph K is simple and can be 3-colored so that all vertices in L have

monochromatic neighborhoods.
(2) W.h.p. B has bin þ oðn2=3Þ vertices of each degree 0pipDmax; where

bi ¼
XDmax

j¼i

j

i

� �
f
d

� �j	i

1	 f
d

� �i
e	ddj

j!
:

(3) W.h.p. jLjofn:

Lemma 4. Let B be any degree sequence with bin þ oðn2=3Þ vertices of degree 0pipDmax with bi as

in part 2 of Lemma 3, and no vertices of higher degree. Assign lists to the vertices of B arbitrarily
such that at most fn vertices have 2 available colors and all others have all 3 colors. W.u.p.p. a

random multigraph on B is simple and list-colorable.

Proof of Lemma 2. Let D� be any degree sequence as in Lemma 2 and let C be a random
configuration on D�: Let E1 be the event that K is simple and can be 3-colored so that all vertices
in L have monochromatic neighborhoods. Let E2 be the analogous event for B: Clearly, if both E1

and E2 hold, then the multigraph induced by C is simple and 3-colorable (recall that the vertices in
L belong both to the graph K and the graph B). Note that the events E1;E2 depend on disjoint sets
of edges (but are not independent since the set L is not defined a priori) and Lemma 3 asserts that
E1 holds w.u.p.p.
Whenever E1 holds we first 3-color K so that all vertices in L have monochromatic

neighborhoods. We then uncolor every vertex in L and assign it the 2-color list avoiding the color
assigned to its neighbors in K :We assign all 3 available colors to the other vertices in B: By parts 2
and 3 of Lemma 3 w.h.p. this yields a degree sequence and a color-list assignment that satisfies the
conditions of Lemma 4. Therefore, w.u.p.p. the graph induced by B is list-colorable and simple.
Since the list-colorability of B implies that each vertex in L has a monochromatic neighborhood,
we get that E14E2 holds w.u.p.p. &

The proof of Lemma 3 is postponed until Section 12, as it becomes much easier with multitype
branching processes at our disposal (to bound the component-size distribution in K). The general
idea is that if a graph has bounded average degree, then for every d40 there exists a constant
D ¼ DðdÞ such that fewer than dn vertices have degree greater than D: In particular, if we take D to
be large enough, then the subgraph induced by these high-degree vertices is sufficiently sparse so
that, in a random graph, w.h.p. it consists of trees and a few unicyclic components. Thus, with
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some care, we can isolate this part of the graph from the remainder at the cost of removing at
most one color from the lists of a few low-degree vertices. We note that in the special case of
Gðn; pÞ we could have actually avoided dealing explicitly with the high-degree vertices as follows:
if we set hðiÞ ¼ 0 for all i4Dmax; then the number of vertices of each degree i4Dmax follows a
truncated Poisson distribution. Therefore, we could capture the behavior of the high-degree
vertices by only adding a few extra variables to our state. However, the proof we give of Lemma 3
is more general, allowing one to analyze any other random graph model in which the degree
distribution has a well-behaved tail.

5. Proof outline (and some more definitions)

We will say ‘‘at time t’’ to refer to the moment just before the tth round starts. We will
divide the uncolored vertices present at the beginning of each round of A according to their
(current) color list and degree. For each iX0 and each color CAfR;G;Bg we will denote by
CiðtÞ the number of 2-color vertices which at time t have degree i and do not contain color
C in their list. By WiðtÞ we will denote the number of 3-color vertices of degree i at time t and
we will let UiðtÞ ¼ RiðtÞ þ GiðtÞ þ BiðtÞ be the total number of 2-color vertices of degree i: Finally,
we let EðtÞ denote the total number of unexposed copies, we let UðtÞ ¼

P
i iUiðtÞ denote the

number of unexposed copies belonging to 2-color vertices, and we let HðtÞ ¼
P

i hðiÞUiðtÞ
denote the sum of the preference function over all 2-color vertices. We will use the term list

sequence to refer to a degree sequence where each vertex v has been assigned a list cðvÞDfR;G;Bg:
We will sometimes drop the reference to t in our random variables when that does not lead
to confusion.
In the above terms, Lemma 1 asserts the colorability of a list sequence in which all vertices have

3 colors and degree 4, while Lemma 4 asserts the colorability of a list sequence in which most
vertices have 3 colors, a small fraction have 2, and the degree distribution is described by part 2 of
Lemma 3. To prove Lemmata 1 and 4 we will show that if we run A on each of these list sequences,
w.u.p.p. no bad vertices are generated. In fact, in each case, it will be technically convenient to
only run A for an a priori determined number of rounds (rather than until completion) and argue
that the remaining graph is easy to color. This allows us to avoid the rather hairy analysis of A’s
last few rounds and use a much simpler (and more general) argument instead. Also, for technical
reasons, it is easier to prove things about A’s performance when initially there are en þ oðnÞ 2-color
vertices of each color list and degree, for some small e40: So, in particular, rather than applying A
to the list sequences described by Lemmata 1 and 4, we will apply it to list sequences that result by
stripping one color from the lists of some 3-color vertices. It is for these (slightly more
constrained) list sequences that we prove that running A for a predetermined number of rounds
leaves a residual list sequence that can be very easily colored. To make all this more precise we
introduce the following definitions.

Definition 5. A list sequence on n vertices is ðd; eÞ-easy if it has maximum degree D ¼
Oð1Þ;

P
i iði 	 2ÞðUi þ WiÞo	 en; all lists have at least 2 colors, and for every iX2 there are

distinct color lists c1; c2 such that at least dn vertices of degree i have list c1 and at least dn vertices
of degree i have list c2:
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The reason we call such list sequences easy is Lemma 5 below.

Lemma 5. For all d; e40; a ðd; eÞ-easy list sequence is simple and 3-colorable w.u.p.p.

Proof. Let D be any degree sequence with maximum degree D ¼ Oð1Þ; where the number of
vertices of degree 0pipD is lin þ oðnÞ: It is a standard result in random graph theory [7]
that a random multigraph on such a degree sequence is simple with probability at least
y ¼ yðDÞ40: Moreover, in [21] it was shown that if there exists e40 such that

P
i iði 	 2Þlio	 e

then w.h.p. a random multigraph on D has (i) no multicyclic component, and (ii) no more
than R log n cycles, where R ¼ RðDÞ: In fact, implicit in the proof of [21] is the stronger fact
that the expected number of cycles in such a multigraph is bounded by a constant B ¼ BðDÞ:
Therefore, by Markov’s inequality, for any constant z40 there exists a constant K ¼ KðzÞ
such that a random multigraph on D has fewer than K cycles with probability at least 1	 z:
Taking zoy we see that there exists some constant L ¼ LðDÞ such that w.u.p.p. the multi-
graph induced by a ðd; eÞ-easy degree sequence is simple, has at most L cycles, and has no
multicyclic components.
Now, to prove that a given ðd; eÞ-easy list sequence is colorable w.u.p.p. we consider the

following experiment. Given any list sequence, we first generate a random multigraph with the
same degree sequence and then we assign lists to its vertices randomly, subject to assigning
each list to the correct number of vertices of each degree, per the given list sequence. Clearly,
this experiment is the same as selecting a random multigraph on the vertices of the original
list sequence. Now, for a ðd; eÞ-easy list sequence, by our discussion above, we see that at
the end of the first part of the experiment w.u.p.p. we have a simple graph that contains no
multicyclic components and has at most L cycles. Moreover, since d40; in the second part of the
experiment, with constant probability every cycle receives at least two different color lists.
Therefore, w.u.p.p. at the end of the experiment we are left with a simple graph consisting
of trees and unicyclic components where all vertices have at least two available colors and
where there are no cycles of vertices with the same 2-color list. It is easy to see that such graphs
are list-colorable. &

Definition 6. For an initial list sequence L and an integer t; let GðtÞ be the random multigraph
induced by edges incident to the colored vertices at time t: Let LðtÞ be the list sequence of the
uncolored vertices at time t:

Lemmata 1 and 4 follow from combining Lemma 5 with Lemmata 6 and 7.

Lemma 6. Let L4 be any list sequence where for all CAfR;G;Bg; C4ð0Þ ¼ 10	3  n þ oðnÞ; and

W4ð0Þ ¼ n 	 U4ð0Þ: There exist d; e;T40 such that w.u.p.p. (i) GðTÞ is simple and contains no bad

vertices, and (ii) LðTÞ is ðd; eÞ-easy.

Lemma 7. Let L� be any list sequence where for all 0pipDmax and all CAfR;G;Bg; Cið0Þ ¼
fn þ oðnÞ; and Wið0Þ ¼ ðe	ddi=i!Þn 	 Uið0Þ; for d ¼ 4:0309: There exist d; e;T40 such that
w.u.p.p. (i) GðTÞ is simple and contains no bad vertices, and (ii) LðTÞ is ðd; eÞ-easy.
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To get a rough idea of how the first parts of Lemmata 6 and 7 will be proved, observe the
following: if a configuration has maximum degree D and dn copies and a given round has z forced
steps, then the probability that a bad vertex is generated during that round is roughly

proportional to z2=n: To see this note that each time we expose a single copy in that round there is
at most a ðz � DÞ=ðdnÞ chance that its match lies among the yet unmatched copies of 1-color
vertices waiting to be colored in that round. Clearly, if such a match never occurs, then no bad

vertex is created. Thus if (i) OðnÞ copies remain unexposed at the beginning of a round and (ii) the
conditional expected squared length of the round is bounded, then A has a Oð1=nÞ probability of
failure in that round. Since there are at most n rounds, if we can show that w.h.p. (i) and (ii) hold
at the beginning of every round, then Markov’s inequality implies that A succeeds w.u.p.p.
To bound the second moment of a round’s length it will be useful to think of each round as

similar to a branching process where the progenitor is the vertex chosen on the free step and the
progeny of each vertex v is the set of 1-color vertices created by coloring v: Clearly, not all vertices
being colored are of equal ‘‘potency’’ as their degree and assigned color affects the distribution of
their progeny. To capture this fact we use multitype branching processes, where a type amounts to
a /color; degreeS pair. Using this viewpoint, the heart of the matter becomes showing that
w.h.p. every such branching process, throughout A’s execution, is subcritical. This is because
subcriticality implies a geometric tail for the round’s length, which is more than enough to bound
the length’s second moment. As we will see, given a list sequence we can write a matrix M
(corresponding to the expected progenies of a multitype branching process) such that
subcriticality follows if M’s largest eigenvalue is bounded below 1. So, with this in mind, our
plan is to track the evolution of the list sequence of the uncolored vertices and prove that it is such
that throughout A’s execution the branching process corresponding to a single round is subcritical.
To perform this tracking observe that, as mentioned above, if the list sequence at the beginning

of a round induces a subcritical branching process then the length of the round has a geometric
tail. Therefore, the state of our process, namely the number of 2- and 3-color vertices of each
degree, evolves in a very smooth manner, i.e., each round has an Oð1Þ expected effect on
quantities of size YðnÞ: This allows us to approximate the evolution of the list sequence using the
technique of differential equations. In particular, we will model the evolution of the list sequence

with a deterministic trajectory in R4�ðDþ1Þ and argue that as long as this trajectory stays in the
region corresponding to subcriticality, w.h.p. our random process stays very close to this
trajectory.

6. Multitype branching processes

In the standard Galton–Watson (GW) branching process we have a progenitor vertex which
gives rise to X children, where X is some non-negative integer-valued random variable. Each of
those children then procreates independently, its offspring distribution being the same as that
of the progenitor, and so on. The fundamental theorem of branching processes asserts that if
E½X �o1; i.e., the branching process is subcritical, then extinction is certain. A natural
generalization of the Galton–Watson process is one in which there are b vertex ‘‘types’’, the
type of a vertex determining the probability distribution of its progeny. More precisely, for each
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type 1pjpb there is a probability distribution fj :N
b-R; giving the probability that a vertex of

type j will have progeny ðx1;y;xbÞ; i.e., xi children of each type 1pipb: The type of the
progenitor is also governed by a probability distribution, i.e., the progenitor is of type j
with probability pj: The evolution is similar to the GW process: the progenitor is chosen

according to pj; from then on, for each 1pipb; every vertex of type i procreates independently

according to fi:
Just as for the Galton–Watson branching process, in order to determine whether extinction is

certain in a multitype branching process, it suffices to consider expectations. Rather than the
scalar E½X �; however, the key here is the matrix M where Mi;j is the expected type-i progeny of a

type-j vertex. The criterion for subcriticality is whether the maximal eigenvalue l1 of M is smaller
than 1 (see the book by Mode [20] for a general treatment). In that case the expected total progeny
is bounded and, moreover, it can be read off from M: The following lemma establishes exactly
how the total progeny of each type relates to M and also gives two crucial variational properties
of the total progeny.

Lemma 8. Consider a multitype branching process with b types and let M be the b � b matrix where

Mi;j is the expected type-i progeny of a type-j vertex. Let the vector p ¼ ðp1;y; pbÞ give the

probability that the progenitor is of type j and let m ¼ mðpÞ ¼ ðm1;y;mbÞ be the total expected
progeny of each type.

If the maximal eigenvalue l1 of M satisfies l1o1	 d for some d40 then

(1) For all p, mðpÞ ¼ ðI 	 MÞ	1p where I is the identity matrix.
(2) If there exists some y40 such that for every type i

Pr½A vertex of type i has more than t children�oð1	 yÞt;

then there exists r ¼ rðy; dÞ40 such that

Pr½Total progeny4s�oð1	 rÞs:

(3) Let nðqÞ be the total expected progeny of a multitype branching process with b types, matrix N;
and progenitor distribution q. Let jj  jj denote the 2-norm. Suppose that every entry of M and N

is at most B, the largest eigenvalue of N is less than 1	 d; jjM 	 Njj ¼ e and jjp 	 qjj ¼ z: Then
there exists a constant L ¼ Lðb; d;BÞ such that jjmðpÞ 	 nðqÞjjoL � ðeþ zÞ:

Proof. (1) The linearity of expectation makes it trivial to see that the expected population of type j

after z generations is Mzp: Therefore, the total expected progeny is given by the geometric sum

mðpÞ ¼
XN
z¼0

Mzp:

Note now that the sum
P

N

z¼0 Mz converges to ðI 	 MÞ	1 iff all eigenvalues of M have modulus

less than one. Since the entries of M are real and nonnegative, its maximal eigenvalue is real and
positive, so this amounts to l1o1:
(2) We iteratively reveal the progeny of the branching process as follows. At a given moment,

vertices are designated ‘‘open’’, ‘‘closed’’, or ‘‘unexamined’’. Initially, we designate the progenitor
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open and all other vertices unexamined (we assume that the type of the progenitor has already
been chosen). In each step, we examine one open vertex, close it, and open all its children if there
are any. The process ends when there are no open vertices left, i.e., when we have examined
(opened and closed) all the progeny. At step t we have a random vector gðtÞ ¼ ðg1ðtÞ;y; gbðtÞÞ
giving the population of open vertices of each type. Without loss of generality, we assume that the
branching process is irreducible. Thus, the left eigenvector s ¼ ðs1;y; sbÞ corresponding to l1 is
unique and strictly positive. Let vt be the inner product sT  gðtÞ: We will focus on the random
variable

Xt ¼ exp a b
X
jpt

vj þ vt

 !" #
;

where a; b40 will be chosen later. We will prove that for all tX0; we have E½Xtþ1 j X0;y;Xt�oXt

for all t; implying E½Xt�oX0 for all t40: Since X0 is bounded (for any progenitor type), we get the
desired result by applying Markov’s inequality to Xt and using the fact that s is strictly positive.
Now,

E½Xtþ1 j X0;y;Xt�
Xt

¼E½expðaðð1þ bÞvtþ1 	 vtÞÞ j v0;y; vt�

�E½expðaZtþ1ðbÞÞ�:

We claim that (i) Ztþ1ðbÞ has an exponential tail for all b40 and that (ii) we can choose b such
that E½Ztþ1ðbÞ�o0: By standard arguments this implies that there exists some a40 such that
E½expðaZtþ1ðbÞÞ�o1; which in turn implies that for such a; b we have E½Xtþ1 j X0;y;Xt�oXt:
Claim (i) follows readily from the fact that the progeny of each vertex type has exponential tails.
For claim (ii) we observe that if bod=ð1	 dÞ; then

E½Ztþ1ðbÞ� ¼ ð1þ bÞE½vtþ1 j v0;y; vt� 	 vt

¼ð1þ bÞðsT M  vtÞ 	 vt

¼ðð1þ bÞl1 	 1Þ vt

o 0:

(3) First, note that since M and N are of fixed size b; their largest eigenvalues are bounded by

1	 d; and their entries are bounded by B; there exists a constant Q ¼ Qðb; d;BÞ such that jjðI 	
MÞ	1jjoQ and jjðI 	 NÞ	1jjoQ: Then the triangle inequality and the facts jjAxjjpjjAjjjjxjj and
jjpjjp1 imply

jjmðpÞ 	 nðqÞjj ¼ jjðI 	 MÞ	1p 	 ðI 	 NÞ	1qjj
¼ jjððI 	 MÞ	1 	 ðI 	 NÞ	1Þp þ ðI 	 NÞ	1ðp 	 qÞjj
p jjððI 	 MÞ	1 	 ðI 	 NÞ	1Þpjj þ jjðI 	 NÞ	1ðp 	 qÞjj
p jjðI 	 MÞ	1 	 ðI 	 NÞ	1jj þ Qz: ð1Þ
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To bound the matrix norm in (1) we write

ðI 	 MÞ	1 	 ðI 	 NÞ	1 ¼ðI 	 MÞ	1ððI 	 NÞ 	 ðI 	 MÞÞðI 	 NÞ	1

¼ðI 	 MÞ	1ðM 	 NÞðI 	 NÞ	1

implying

jjðI 	 MÞ	1 	 ðI 	 NÞ	1jjpjjðI 	 MÞ	1jj jjM 	 Njj jjðI 	 NÞ	1jjpQ2e:

Then setting L ¼ Q2 completes the proof. &

7. A single round as a multitype branching process

We are now ready to analyze what happens in a single round of A. Recall that at the beginning
of each round, only 2- and 3-color vertices remain. We focus on the case where there are OðnÞ
unexposed copies belonging to 2-color vertices. This certainly holds initially for the list sequences
in Lemmata 6 and 7 and we will see that in each case, by our respective choices of T ; it will also
hold w.h.p. for all T rounds that we will run A.
Each round starts with a free step in which we pick some 2-color vertex v and assign it a color c

from its list. We then expose the partners of the unexposed copies of v: Some of these partners
belong to 3-color vertices, while others belong to 2-color vertices. In either case, we update the
lists of those vertices by removing c from their lists. This might lead to the creation of some new
1-color vertices which we process just as we did v; and the round proceeds with these forced steps
until no 1-color vertices remain. As (the coloring of ) each vertex gives rise to new vertices to be
colored, we would like to map the set of colored vertices in each round to a multitype branching
process, with the types corresponding to /assigned color; degreeS pairs.
There are two main issues complicating such a mapping. The first one is that the graph induced

by the edges incident to vertices colored in a given round might contain cycles, self-loops or
multiple edges. In particular, if any such blemish occurs we cannot quite equate the number of
1-color vertices generated when a vertex is colored with its number of children in the branching
process. (On the other hand, we are hoping that such blemishes are rare since any one of them
destroys the graph’s simplicity or might lead to a 0-color vertex.) The other issue is that the total
number of vertices having each /color list;degreeS pair shifts in the course of a round, as vertices
are colored or lose colors and/or neighbors. Therefore, we do not quite have a fixed probability
distribution governing the progeny of each type throughout the course of each round. To
overcome these difficulties we will rely heavily on the fact that in the subcritical regime, with
overwhelming probability, a round exposes no more than a polylogarithmic number of copies. As
a result, with some work, we will be able to prove that in this regime the above two issues only
affect lower-order terms. Below we show how to associate a matrix to the list sequence at time t by
ignoring both issues and thinking of a round as corresponding exactly to a multitype branching
process. Lemma 9, stated below and proved in the next section, asserts that this approximation is
indeed exact up to oð1Þ terms.
We will associate round t with a multitype branching process whose matrix M ¼ ðMðx;iÞ;ðy;jÞÞ

gives the expected number of 1-color vertices with color list fxg and degree i generated by
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assigning color y to a vertex v of degree j; for all x; yAfR;G;Bg and 0pi; jpD; where D is
the maximum degree of the list sequence. Recall that whenever we color a vertex v of degree j;
its j copies are matched with partners chosen uniformly among all other unexposed copies. Since
EðtÞ denotes the number of unexposed copies at time t; the expected number of v’s copies
that ‘‘hit’’ any given 2-color vertex of degree i þ 1 is then jði þ 1Þ=EðtÞ þ oð1Þ: As a result, M’s
entries are

Mðx;iÞ;ðy;jÞ ¼
jði þ 1ÞCiþ1ðtÞ

EðtÞ if xay;

0 if x ¼ y;

8<
: ð2Þ

where Ciþ1ðtÞ is the number of 2-color vertices with c ¼ fR;G;Bg 	 C ¼ fx; yg and degree i þ 1
at time t: This gives us a square matrix M of size 3ðDþ 1Þ; corresponding to a branching process
with one type for each /color; degreeS pair. Parts 2 and 2b of Lemma 9 below assert that in the
subcritical regime, this multitype branching process is an excellent approximation of the behavior
of a single round. More precisely:

Definition 7. A list sequence LðtÞ is ða; bÞ-subcritical if UðtÞ4an and the largest eigenvalue
l1 ¼ l1ðMÞ of the matrix M defined in Eq. (2) satisfies l1o1	 b: A list sequence is subcritical if it
is ða;bÞ-subcritical for some a;b40:

In Lemma 9 below, part 1 is unrelated to branching processes and comes from a
straightforward calculation of the expected effect of the free step. In part 2a we use the
branching process to determine the expected number of copies exposed while coloring vertices of
each color in the course of a round. Note that this number is the expected total progeny of vertices
of a given color, summed over all degrees. The expression in 2a is exactly what we would get from
the corresponding branching process along with an oð1Þ term that absorbs the effects of any
potential cycles, self-loops or multiple edges. In part 2b we determine the expected change in our
list sequence in the course of a single round by distributing the newly exposed copies to the
vertices present at time t: Analogously to part 2a, the expression we get (up to the oð1Þ term)
represents the expectation of these changes if there was no shift in the list sequence in the course of
a round. Finally, part 2c follows from the corresponding fact about branching processes, namely
part 2 of Lemma 8.

Lemma 9. Let LðtÞ be any ða;bÞ-subcritical list sequence.

(1) The probability pðc;iÞ that the vertex colored in the free step of round t receives color cAfR;G;Bg
and has degree i is

pðc;iÞ ¼
1

2

hðiÞðXiðtÞ þ YiðtÞÞ
HðtÞ ; ð3Þ

where fX ;Yg ¼ fR;G;Bg 	 c:
(2) Let pAR3�ðDþ1Þ be the vector with entries pðc;iÞ for cAfR;G;Bg and 0pipD; and let M be the

matrix given by Eq. (2). If LðtÞ is subcritical then:
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(a) The expected number of copies exposed while coloring vertices with color cAfR;G;Bg in

round t is kcðMÞ þ oð1Þ; where

kc ¼ kcðMÞ ¼
XD
i¼0

i � ððI 	 MÞ	1pÞðc;iÞ: ð4Þ

(b) Let k ¼ kR þ kG þ kB: For all CAfR;G;Bg and for all 0pipD;

E½Wiðt þ 1Þ 	 WiðtÞ� ¼ 	k
iWiðtÞ
EðtÞ þ oð1Þ; ð5Þ

E½Ciðt þ 1Þ 	 CiðtÞ� ¼ kC

ði þ 1ÞðWiþ1ðtÞ þ Ciþ1ðtÞÞ
EðtÞ

	 k
iCiðtÞ
EðtÞ 	 hðiÞCiðtÞ

HðtÞ þ oð1Þ: ð6Þ

(c) There exists r40 such that

Pr½More than s copies are exposed in round t�oð1	 rÞs þ oðn	1Þ:

In Section 9 we will use Lemma 9 above to establish that we can model the evolution ofLðtÞ by
a system of differential equations. In particular, using that system, we will be able to establish that
if we apply A to certain initial list sequences of interest for T rounds, then w.h.p. LðtÞ is
subcritical for all 0ptpT : Along with the following lemma, this implies that in each such case,
w.u.p.p. there are no bad vertices at the end of round T :

Lemma 10. Assume that for a list sequence L and integer T the following holds: if we apply A to L
for T rounds then w.h.p. LðtÞ is subcritical for all 0ptpT : Then, if we apply A to L for T rounds,
w.u.p.p. GðTÞ is simple and contains no bad vertices.

In the next section we prove Lemmata 9 and 10 above. We observe that the analysis suggested
by them is tight (up to the constant implicit in the w.u.p.p. statement). In other words, one can
prove that w.u.p.p. A does indeed fail on the list sequences we consider.

8. A single round as a multitype branching process: proofs

Proof of Lemma 9. To prove part 1, note that sinceLðtÞ is subcritical there is at least one 2-color
vertex right before round t begins. Thus, in the free step of round t some 2-color vertex is
chosen. Since a given 2-color vertex with degree i is chosen with probability hðiÞ=HðtÞ; Eq. (3)
follows.
For part 2, let tCðtÞ denote the total number of copies exposed while coloring vertices with

color CAfR;G;Bg in round t: Let Q ¼ Ilog2 nm: We will prove below that if LðtÞ is
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subcritical, then

Pr½tRðtÞ þ tGðtÞ þ tBðtÞXQ� ¼ oðn	1Þ: ð7Þ

Let Pt be the random process corresponding to the tth round of A. With (7) in mind, let us define
another random process St which is identical to Pt except that if St ever exposes Q copies in round
t it stops, i.e., it does not expose any more copies (or color any other vertices) in round t: For each
CAfR;G;Bg let nCðtÞ be the analogue of tCðtÞ for St and observe that, by construction, nðtÞ �
nRðtÞ þ nGðtÞ þ nBðtÞpQ: We claim that

E½Wiðt þ 1Þ 	 WiðtÞ� ¼ 	E½nðtÞ� iWiðtÞ
EðtÞ þ oð1Þ; ð8Þ

E½Ciðt þ 1Þ 	 CiðtÞ� ¼ E½nCðtÞ�
ði þ 1ÞðWiþ1ðtÞ þ Ciþ1ðtÞÞ

EðtÞ 	 E½nðtÞ� iCiðtÞ
EðtÞ 	 hðiÞCiðtÞ

HðtÞ þ oð1Þ:

ð9Þ

To prove our claim we first observe that, with the exception of the free step, the effect of Pt on the
Ci and Wi is incurred by exposing the copies of the vertices colored in round t: Part 1 of the lemma
asserts that the effect of the free step is given by the term hðiÞCiðtÞ=HðtÞ in (9). We will prove that
the effect of exposing copies in the course of St on Wi and Ci is given by the remaining terms in (8)
and (9). Since at the beginning of every round there are OðnÞ unexposed copies, (7) implies that the
contribution of the cases where StaPt is oð1Þ:
To analyze the effect of exposing a single copy (in either Pt or St), it is convenient to think of the

vertices of a given /color list; degreeS pair as being grouped together in a ‘‘bucket’’. In
particular, if a vertex v is assigned color c and one of its copies is matched with a copy of a
neighbor w; this moves w from bucket /cðwÞ; degðwÞS to bucket /cðwÞ 	 c; degðwÞ 	 1S:
Specifically, any 3-color neighbor of degree i becomes a 2-color vertex of degree i 	 1; while a 2-
color neighbor becomes a 1-color vertex if cAcðwÞ; and stays a 2-color vertex if cecðwÞ: In either
case degðwÞ becomes degðwÞ 	 1: Thus, our claim is that (8) and (9) describe the expected ‘‘flows’’
into and out of these buckets.
As in Pt; every time a vertex is colored in St the partners of its copies are chosen uniformly

among all unexposed copies at that time. Since St never exposes more than Q copies, this means
that throughout its course, the number of unexposed copies E is at least EðtÞ 	 Q: Moreover, by
the same token, throughout the course of St; we have jWi 	 WiðtÞjpQ and jCi 	 CiðtÞjpQ for
every i and CAfR;G;Bg: Finally, recall that, since LðtÞ is subcritical, EðtÞ ¼ OðnÞ: Therefore,
every time a copy is exposed in the course of St; the expected flow between any pair of buckets is

within Oðlog2 nÞ=n of what it was for the very first copy exposed in round t: Summing over all the
copies exposed by St; by the linearity of expectation, we see that the total change in each of the Wi

and Ci in St is given by (8) and (9) as claimed.
To conclude the proof of part 2 we will prove that for every cAfR;G;Bg;

E½nc� ¼
XD
i¼0

i � ððI 	 MÞ	1pÞðc;iÞ þ oð1Þ; ð10Þ

where M is defined in (2) and p is specified by part 1 of the lemma.
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We start by observing that every time a vertex v is colored in Pt; exposing its copies causes a
number of vertices to become 1-color vertices and, thus, to be colored in subsequent steps. The
same is true for St; with the possible exception that St stops because it has exposed Q copies (in
which case some of the 1-color vertices generated might not get colored). Moreover, since the
partner of each copy of v is picked uniformly among all unexposed copies, we can associate a
probability distribution with the coloring of v; governing the number of 1-color vertices generated
with each possible /color; degreeS pair. Crucially, this distribution depends only on the list
sequence just before v is colored. We claim that throughout the course of St; the expected number
of 1-color vertices with color list fxg and degree i generated by assigning color y to a vertex of
degree j is

Fðx;iÞ;ðy;jÞ ¼
jði þ 1ÞCiþ1ðtÞ

EðtÞ þ oð1Þ if xay;

0 if x ¼ y;

8<
:

where C ¼ fR;G;Bg\fx; yg: To see this first observe that the very first copy exposed in round t
‘‘hits’’ a vertex with list fx; yg and degree i þ 1 with probability exactly ði þ 1ÞCiþ1ðtÞ=EðtÞ:
Moreover, by arguing as we did earlier, since St never exposes more than Q copies this probability

does not shift by more than Oðlog2 nÞ=n throughout the course of St: Thus, our claim follows by
summing the contribution over all degrees j and linearity of expectation.

Right before round t begins, let fðc;iÞ :N
3�ðDþ1Þ-R be the probability distribution governing the

number of 1-color vertices of each color and degree generated by assigning color c to a vertex of

degree i; for cAfR;G;Bg and 0pipD: Let us call each possible combination from N3�ðDþ1Þ a
‘‘litter’’. From our discussion above regarding the list sequence shift during the course of St we see

that we can readily construct a collection of probability distributions f uðc;iÞ :N
3�D-R such that (i)

each such distribution dominates the probability distribution governing the number of 1-color
vertices generated when we color a vertex of degree i with color c in St; and (ii) each litter is
assigned the same probability by f uðc;iÞ and fðc;iÞ within oð1Þ: Similarly, we can construct probability
distributions f lðc;iÞ :N

3�D-R such that (i) each such distribution is dominated by the probability

distribution governing the number of 1-color vertices generated when we color a vertex of degree i

with color c in St; and (ii) each litter is assigned the same probability by f lðc;iÞ and fðc;iÞ within oð1Þ:
Therefore, to bound the behavior of St we introduce two branching processes Bu and Bl; each

with 3� ðDþ 1Þ types, one for each ðc; iÞ pair where cAfR;G;Bg and 0pipD: In both, we let the
probability that the progenitor is of a given type be the corresponding value for St: For each ðc; iÞ;
the progeny of vertices of type ðc; iÞ in Bu is determined by f uðc;iÞ; while in Bl it is determined by f lðc;iÞ:

By construction, St can be coupled to Bu and Bl so that in every step, the number of 1-color
vertices with each color and degree generated in St is dominated by the progeny of the

corresponding vertex in Bu; while it dominates the progeny of the corresponding vertex in Bl:

Moreover, observe that every entry of the matrix of expectations of Bl and Bu is within oð1Þ of
Fðx;iÞ;ðy;jÞ; which in turn is within oð1Þ of the corresponding entry in the matrix M of Eq. (2).

Recalling that l1ðMÞo1	 d and that M has finite size and bounded entries, by parts 1 and 3 of
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Lemma 8, the expected number of vertices of degree i assigned color c in St is ððI 	 MÞ	1pÞðc;iÞ þ
oð1Þ: Summing over all degrees 0pipD yields (10) as desired.
Finally, recall that we need to prove that the probability of St stopping because it exposes Q

copies is oðn	1Þ: To prove this, we will establish that the probability the total progeny of Bu

exceeds Q=D is oðn	1Þ: For that, observe that l1ðMÞo1	 d and that every entry in the matrix of
expectations of Bu is within oð1Þ of M: Therefore, the largest eigenvalue of Bu is also bounded
below 1. As no type in Bu ever has more than D children, the desired claim follows from part 2 of
Lemma 8 with room to spare. More generally, part 2 of Lemma 8 applied to Bu implies part 2c of

Lemma 9. The oðn	1Þ term covers the possibility that PtaSt: &

Proof of Lemma 10. We remark that it is not obvious to us how to get a (stronger and more
natural) lemma asserting that w.u.p.p. GðTÞ is simple and contains no bad vertices wheneverLðtÞ
is subcritical for all 0ptpT : This is because the evolution of LðtÞ is almost, but not completely,
independent of the generation of bad vertices. Insisting thatL remains subcritical for all 0ptpT

w.h.p., i.e., in most runs, allows us to absorb such correlations.
We start by observing that every time we expose a copy in the course of a round, the probability

that a bad event occurs, i.e., that we get a self-loop, a multiple edge, or a 0-color vertex, is
bounded by the following ratio: the number of unexposed copies belonging to vertices that have
had at least one copy exposed during the current round, divided by the total number of unexposed
copies belonging to all other vertices. Moreover, note that this fact holds independently of the rest
of the history of the process, i.e., these two quantities determine the probability of a bad event. At
the same time, as we remark in the previous paragraph, the total number of copies exposed in a
round is not independent from a bad event occurring in that round. Thus, to bound the
probability of bad events we proceed as follows.
Throughout the algorithm’s execution let us say that a copy is ‘‘dangerous’’ if its vertex has

already had some copy exposed in the current round. Let s ¼ 0; 1;y enumerate the copies
exposed in the course of the algorithm and let XðsÞ be the number of dangerous copies just before
we expose the sth copy. Recall now that ifLðtÞ is subcritical there are at least an unexposed copies
at time t: So, if LðtÞ is subcritical for all 0ptpT ; there exists some g40 such that when we
expose the sth copy in the course of the T rounds, the probability of a bad event occurring is at
most XðsÞ=ðgnÞ:
Imagine now that before the algorithm starts we perform Z Bernoulli trials, each one having

probability of success p ¼ 1=ðgnÞ; and ‘‘conceal’’ their outcomes (we will determine the value of Z
later on). When we run the algorithm, when we expose the sth copy, we also expose the outcome
of 2XðsÞ of the Bernoulli trials. We will say that this procedure fails if any of the following occurs:
(i) some Bernoulli trial succeeds, (ii) XðsÞ4gn=2; or (iii) we run out of Bernoulli trials. Recalling
that Pr½Binð2n; pÞ40�Xnp for all npo1=2; we see that the failure of this procedure dominates the
occurrence of a bad event. Moreover, we can bound the probability that

P
s 2XðsÞ4Z; i.e., that

we run out of Bernoulli trials, as follows.
Observe that

P
s XðsÞ over the course of a single round cannot be greater than square of the

number of copies exposed in that round, since XðsÞ changes by at most 1 with each copy exposed.
Moreover, note that if LðtÞ is subcritical for all 0ptoT ; part 2c of Lemma 9 implies that there
exists some r40 such that w.h.p. for all 0ptoT ; the length of round t is dominated by a
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geometric random variable with parameter 1	 r: Thus, analogously to the Bernoulli trials above,
we can construct a set of T independent, identically distributed geometric random variables
F0;y;FT	1; so that Ft dominates the length of round t: Note that under this construction we also
get that the event XðsÞ4gn=2 is dominated by the event that at least one of these geometric
random variables is greater than gn=2: Now, by standard arguments, it is easy to show that if

T ¼ YðnÞ then w.h.p.
P

toT F2
t o2=ð1	 rÞ � T and no Ft4gn=2: Therefore, as long as T ¼ YðnÞ;

we can take Z ¼ OðnÞ to guarantee that w.h.p. we do not run out of Bernoulli trials. Thus, the
lemma follows by observing that LðtÞ is indeed subcritical w.h.p. for all 0ptpT and that
BinðOðnÞ;Oð1=nÞÞ equals 0 w.u.p.p. &

9. The method of differential equations

The idea of using differential equations to approximate discrete random processes goes back at
least to Kurtz [14,15]. It was first applied in the analysis of algorithms by Karp and Sipser [12] and
has been greatly expanded since then by Mitzenmacher [16,18,19] and Wormald [25]. In this
section we show how to employ the main theorem of [25] to track the evolution of LðtÞ: That is,
for 0pipD; where D is the maximum degree of the list sequence, we will track the random
variables RiðtÞ; GiðtÞ; BiðtÞ and WiðtÞ for 0ptpT ; where T is some a priori determined number of
rounds. We start with the (rather technical) statement of the theorem and then discuss how it
applies in our setting.
In the statement of Theorem 8 below, asymptotics denoted by o and O are for n-N but

uniform over all other variables. In particular, ‘‘uniformly’’ refers to the convergence implicit in
the oðÞ terms. For a random variable X ; we say X ¼ oð f ðnÞÞ always if maxfx j Pr½X ¼ x�a0g ¼
oð f ðnÞÞ: We say that a function f satisfies a Lipschitz condition on DDRj if there exists a

constant L40 such that j f ðu1;y; ujÞ 	 f ðv1;y; vjÞjpL
Pj

i¼1 jui 	 vij for all ðu1;y; ujÞ and

ðv1;y; vjÞ in D:

Theorem 8 (Wormald [25]). Let YiðtÞ be a sequence of real-valued random variables, 1pipk for

some fixed k; such that for all i; all t and all n, jYiðtÞjpCn for some constant C. Let HðtÞ be the

history of the sequence, i.e., the matrix /~YY ð0Þ;y; ~YY ðtÞS; where ~YY ðtÞ ¼ ðY1ðtÞ;y;YkðtÞÞ:
Let I ¼ fðy1;y; ykÞ : Pr½~YY ð0Þ ¼ ðy1n;y; yknÞ�a0 for some ng: Let D be any bounded

connected open set containing the intersection of fðs; y1;y; ykÞ : sX0g with a neighborhood of
fð0; y1;y; ykÞ : ðy1;y; ykÞAIg:2 By ‘‘always’’, below, we mean for any value of

ðt=n;Y0ðtÞ=n;y;YkðtÞ=nÞ:
Let fi :R

kþ1-R; 1pipk; and suppose that for some m ¼ mðnÞ;

(i) for all i and uniformly over all tom;

E½Yiðt þ 1Þ 	 YiðtÞjHðtÞ� ¼ fiðt=n;Y0ðtÞ=n;y;YkðtÞ=nÞ þ oð1Þ; always;
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(ii) for all i and uniformly over all tom;

Pr½jYiðt þ 1Þ 	 YiðtÞj4n1=5jHðtÞ� ¼ oðn	3Þ; always;

(iii) for all i, fi is continuous and satisfies a Lipschitz condition on D.

Then:

(a) for ð0; ẑð0Þ;y; ẑðkÞÞAD the system of differential equations

dzi

ds
¼ fiðs; z0;y; zkÞ; 1pipk

has a unique solution in D for zi :R-R passing through zið0Þ ¼ ẑðiÞ; 1pipk; and which extends to
points arbitrarily close to the boundary of D;
(b) with high probability

YiðtÞ ¼ ziðt=nÞn þ oðnÞ;

uniformly for 0ptpminfsn;mg and for each i, where ziðsÞ is the solution in (a) with ẑðiÞ ¼ Yið0Þ=n;
and s ¼ sðnÞ is the supremum of those s to which the solution can be extended.

Remark. The theorem remains valid if the reference to ‘‘always’’ in (i) and (ii) is restricted to the
event ðt=n;Y0ðtÞ=n;y;YkðtÞ=nÞAD:

Let us first discuss the conditions of this theorem less formally. Given a finite collection of
random variables Y1;y;Yk; Theorem 8 allows us to construct a set of deterministic real-valued
functions y1;y; yk with the property that w.h.p. for all t considered, YiðtÞ ¼ yiðt=nÞ  n þ oðnÞ:
This is achieved by taking a collection of equations describing the single-step conditional expected
change of each random variable, such as Eqs. (5) and (6), and transforming them into a system of
differential equations. (In our case, a single step corresponds to a round of A.) The functions yi are
the solutions to that system. Naturally, there are a number of issues that need to be addressed
before this intuitive transformation can yield rigorous mathematical results. The statement of
Theorem 8, while appearing rather technical, simply formalizes these issues. Specifically:

* We want the conditional expected change of each Yi to always be bounded, i.e., for every possible
history H of the process. Moreover, we want to be able to approximate that expectation within
oð1Þ; even if we are only given the current value of each random variable within oðnÞ:We can view
this as being able to approximate the conditional expected change even if we are only given a
‘‘macroscopic’’ view of the process, i.e., even if we only know the value of each Yi within oðnÞ:

* For every possible history, we want the conditional change of each random variable in a round

to have reasonable tail behavior, so that even over many rounds (n2=3; say) the total change to
~YY ðtÞ will be sharply concentrated around its expectation.

* The two conditions above already allow us to convert the probabilistic dynamics of the process
into a deterministic, algebraic process. Moreover, we want this map to be a smooth function of
the state, which translates to a certain stability of the underlying random process. In particular,
we want there to be an absolute bound, i.e., a Lipschitz condition, on how much a small
perturbation of the state can change the dynamics.
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These are precisely conditions (i)–(iii) of Theorem 8. Note that in the above we demanded that the
random process behaves ‘‘nicely’’ for any possible history. In many cases, this is too much to ask
for. In particular, while the process might be expected to behave nicely in the vast majority of
runs, one cannot definitively exclude the possibility that the process enters a bad regime in which
‘‘all bets are off.’’ To deal with this issue, one can prespecify a set of ‘‘good’’ states such that for

states in that set, all the desiderata are met. In particular, one can carve out a set in Rkþ1 (since t is
also part of the state) and establish that as long as the (rescaled) state lies in that set, the
conditions are met. This set is precisely the domain D in Theorem 8. As we remarked after stating
the theorem, it suffices for the process to be ‘‘nice’’ for states inside this domain.
In our case, the set of good states amounts to the set of subcritical list sequences. To make this

more precise let us first introduce the following notation.

Definition 9. For a sequence fsig; let sðqÞ ¼
P

i iqsi denote its qth moment.

Let z ¼ ðri; gi; bi;wiÞDi¼0AR4�ðDþ1Þ and let uð1Þ ¼ rð1Þ þ gð1Þ þ bð1Þ: Given such a point z;
analogously to the matrix M of Eq. (2) for list sequences, we define a square matrix A ¼ AðzÞ
of size 3ðDþ 1Þ as

Aðx;iÞ;ðy;jÞ ¼
jði þ 1Þciþ1
wð1Þ þ uð1Þ

if xay;

0 if x ¼ y;

8<
: ð11Þ

where c ¼ fr; g; bg\fx; yg: We will say that z is ða; bÞ-subcritical if uð1Þ4a and l1ðAÞo1	 b: For
fixed a;b we will let the domain D ¼ Dða;bÞ consist of all ða;bÞ-subcritical points in ½0; 1�4�ðDþ1Þ:
With these definitions at hand, we are ready to show that we can apply Wormald’s theorem to
track the evolution of list sequences that correspond to points inside our domain.

(i) If ðRiðtÞ=n;GiðtÞ=n;BiðtÞ=n;WiðtÞ=nÞDi¼0 belongs in the domain, then the list sequence is

ða;bÞ-subcritical by Definition 7 and we can apply Lemma 9 to get the conditional expected
change in each of RiðtÞ;GiðtÞ;BiðtÞ;WiðtÞ: Indeed, these changes are given by parts 1, 2a, and 2b
of Lemma 9. Moreover, since the scaling by n factors out, we see that these expected changes are,

within oð1Þ; functions of the rescaled parameters ðRiðtÞ=n;GiðtÞ=n;BiðtÞ=n;WiðtÞ=nÞDi¼0 implying
that we satisfy condition (i) of Theorem 8.

(ii) If ðRiðtÞ=n;GiðtÞ=n;BiðtÞ=n;WiðtÞ=nÞDi¼0 belongs in the domain, part 2c of Lemma 9

establishes condition (ii) with room to spare.
Thus, if for cAfr; g; bg and 0pipD we let

pðc;iÞ ¼ 1
2

hðiÞðxi þ yiÞ
uð1Þ

; where fx; yg ¼ fr; g; bg 	 c; ð12Þ

kc ¼ kcðAÞ ¼
XD
i¼0

i � ððI 	 AÞ	1pÞðc;iÞ; ð13Þ

k ¼ kr þ kg þ kb ð14Þ
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and ignore the Lipschitz requirement of Theorem 8, we get the following system of differential
equations when hðiÞ ¼ ia:

dwi

dx
¼ 	k

iwi

wð1Þ þ uð1Þ
; ð15Þ

dci

dx
¼ kc

ði þ 1Þðwiþ1 þ ciþ1Þ
wð1Þ þ uð1Þ

	 k
ici

wð1Þ þ uð1Þ
	 iaci

uðaÞ
: ð16Þ

(Recall that uð1Þ ¼ rð1Þ þ gð1Þ þ bð1Þ so this is indeed a system of differential equations in
ri; gi; bi;wi:)
(iii) To prove the Lipschitz condition for our system of differential equations we need to be

more careful. In particular, it is here where the variational properties we proved for the total
progeny of multitype branching processes will come into play. First, though, recall that if we are

inside the domain then uð1Þ4a implying that we readily get a Lipschitz constant L ¼ LðaÞ for the
term 1=ðwð1Þ þ uð1ÞÞ: Moreover, note that since D is fixed, if uð1Þ is bounded away from 0, then the

same must hold for uðaÞ for any aX0; implying a Lipschitz condition for 1=uðaÞ:
For kc ¼ kcðAÞ we need to show that for all cAfr; g; bg and 0pipD; each of the coordinates of

the vector ðI 	 AÞ	1p satisfies a Lipschitz condition. For that we first observe that by (12) the
coordinates of the vector p describing the probability distribution for the progenitor satisfy a
Lipschitz condition. Moreover, the entries of the matrix A defined in Eq. (11) also satisfy a

Lipschitz condition since uð1Þ is bounded away from 0 for ða; bÞ-subcritical list configurations. To
conclude the argument we observe that for any two points z; z0AD the corresponding matrices
AðzÞ and Aðz0Þ each have entries bounded by D; size 3ðDþ 1Þ; and largest eigenvalue bounded by
1	 b; for some b40: The Lipschitz condition then follows by applying part 3 of Lemma 8.
Having satisfied the conditions of Theorem 8, we observe that for fixed x; y; i; each element

Aðx;iÞ;ðy;jÞ is proportional to j: Thus every column of A is a multiple of the ðr; 1Þ column, the ðg; 1Þ
column, or the ðb; 1Þ column, so A has rank no more than 3. Further, observe that (16) is, in fact,
symmetric with respect to the colors cAfr; g; bg: So, under symmetric initial conditions, i.e., if
rið0Þ ¼ gið0Þ ¼ bið0Þ for all i; we see that ci ¼ ui=3 and kc ¼ k=3 for each cAfr; g; bg: In that case,
the columns ðr; 1Þ; ðg; 1Þ and ðb; 1Þ are identical, implying that A has rank 1. Therefore, for
symmetric initial conditions we can rewrite system (15)–(16) as

dwi

dx
¼ 	k

iwi

wð1Þ þ uð1Þ
; ð17Þ

dui

dx
¼ k

ði þ 1Þðwiþ1 þ uiþ1=3Þ 	 iui

wð1Þ þ uð1Þ 	 iaui

uðaÞ
ð18Þ

and the largest (and only nonzero) eigenvalue of A is

l1 ¼
2

3

uð2Þ 	 uð1Þ

wð1Þ þ uð1Þ: ð19Þ

Therefore, staying inside the domain amounts to maintaining uð1Þ4a and

2

3

uð2Þ 	 uð1Þ

wð1Þ þ uð1Þo1: ð20Þ
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It is instructive to compare (20) with the Molloy-Reed criterion for a degree sequence faig to be
below the threshold for the emergence of a giant component in the configuration model [21]. In
our notation, this criterion becomes

lMR ¼ að2Þ 	 að1Þ

að1Þ o1: ð21Þ

We can think of lMR as the expected progeny in the branching process corresponding to breadth-
first search from a random copy, just as l1 is the expected progeny in the branching process
corresponding to the forced coloring steps. Thus, we see that in both cases a vertex v is engaged by
the process with probability proportional to its degree i; in which case its i 	 1 remaining copies
become potential progeny (note that we are referring only to the 2-color vertices in the coloring

case). This yields the numerator uð2Þ 	 uð1Þ (resp. að2Þ 	 að1Þ) in each case. The denominators reflect
the fact that the progeny of v is distributed among all unexposed copies, which in the case of
coloring includes the copies of 3-color vertices as well as 2-color ones. Finally, in the case of
breadth-first search all copies produce new progeny, while in the case of coloring with probability
1/3 the match of a 2-color copy does not become a 1-color vertex because its color list already
lacked the assigned color of v:
Assume now that for a given initial list sequenceLð0Þ; the solution to the differential equations

(17) and (18) remains strictly inside the domain, i.e., l1o1	 x for some constant x ¼ xðyÞ and
uð1Þðt=nÞ4a for all 0pxpT=n: Then Theorem 8 implies that w.h.p. for all 0ptpT and all
CAfR;G;B;Wg;

CiðtÞ ¼ ciðt=nÞn þ oðnÞ:

Thus, w.h.p. each entry of M is within oð1Þ of the corresponding entry in A; implying that the
largest eigenvalue of M is w.h.p. bounded below 1 for all 0ptpT : Along with the fact

uð1Þðt=nÞ4a; this implies that w.h.p. the list sequence LðtÞ is subcritical for all 0ptpT and the
conditions of Lemma 10 are fulfilled. Furthermore, if T is such that the list sequence at x ¼ T=n is
ðd; eÞ-easy for some d; e40; we have proved Lemmata 6 and 7 as well. To determine the initial
conditions and the T ; d and e for which the above is true we need to solve the differential
equations (17) and (18).
Eq. (20) allows us to calculate k explicitly from Eq. (4) and get

k ¼ 3ðwð1Þ þ uð1ÞÞ
3wð1Þ þ 5uð1Þ 	 2uð2Þ

uðaþ1Þ

uðaÞ
:

It is also beneficial to rescale time as in [24] by taking

dv ¼ k

wð1Þ þ uð1Þ dx:

That is, we measure time not by how many rounds A has run, but by how many edges have been
exposed, and scale that as well according to the number of remaining edges. This gives a new
system of differential equations in terms of v:

dwi

dv
¼ 	iwi; ð22Þ
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dui

dv
¼ ði þ 1Þðwiþ1 þ uiþ1=3Þ 	 i þ 3wð1Þ þ 5uð1Þ 	 2uð2Þ

3uðaþ1Þ ia
� �

ui: ð23Þ

In Section 11 we will show how setting a ¼ 0 causes Eqs. (22) and (23) to collapse to a much
simpler form, corresponding to the differential equations in the analysis of 3-gl [4], which can be
solved analytically. For a40; however, while some parts of this system are solvable analytically

(for instance, wiðvÞ ¼ wið0Þe	iv), in general we have to resort to high-precision numerical
integration. We note that perhaps some other form for the preference function may result in a
system that has a closed-form solution, but we have not been able to find one.

Remark. Since, in the end, we are only interested in the case of symmetric initial conditions, our
development of multitype branching processes might appear superfluous. This is far from true.
Being able to consider the dynamics for the case where there is no 2-color symmetry (and prove
that the process still behaves reasonably) is essential in allowing us to define a domain in which we
can apply Theorem 8. Without this ‘‘wiggle room’’ around the trajectory corresponding to the
symmetric case, that would be impossible. Indeed, multitype branching processes offer an
algebraic way of establishing ‘‘list-stability’’, an approach which is much more robust and general
than the probabilistic arguments used previously.

10. Integrating the differential equations

To prove Lemma 6, and complete the proof of Theorem 2, we integrate (22) and (23) with initial

conditions wi ¼ ui ¼ 0 for ia4; while w4 ¼ 123� 10	3 and u4 ¼ 3� 10	3: Integrating even with
a ¼ 0; i.e., with no preference for high-degree vertices, we find that l1 is never more than 0:91289:
We define the number of rounds T implicitly by running the differential equations until the rescaled
time is v ¼ 2: At this point the uncolored vertices are ðd; eÞ-easy with d ¼ 0:00198 and e ¼ 0:00051:
In fact, even if the initial degree distribution has kn vertices of degree 5 and ð1	 kÞn of degree 4,

for k ¼ 0:219 we have l1o0:99973 at all times for a ¼ 0; so we claim that these graphs are 3-
colorable as well. Setting a ¼ 20 improves this to k ¼ 0:3; but even a ¼ 50 only increases this to
0:302—falling far short of 5-regular graphs.
Similarly, to prove Lemma 7, and complete the proof of Theorem 1, we start with initial

conditions wi ¼ e	ddi=i!	 3f and ui ¼ 3f for all 0pipDmax:With d ¼ 4:0309 and a ¼ 13 we find

that l1 is never more than 0:99909: At v ¼ 1:2 the uncolored vertices are ðd; eÞ-easy with d ¼ 10	41

and e ¼ 0:010 (d is now tiny since originally only a 10	15 fraction of the vertices have degree
Dmax ¼ 30 and these are the most likely vertices to be colored by the algorithm). By varying a and
requiring that l1o1 at all times, we obtain the following series of lower bounds for d3 (in all cases
we integrated to 16 digits of precision and rounded bðaÞ down):

a 0 1 2 3 5 7 9 10 11 12 13

bðaÞ 3:847 3:899 3:936 3:961 3:993 4:010 4:020 4:024 4:027 4:029 4:030

The first of these values is familiar from the original list-coloring algorithm of [4]. Indeed, in the
next section we show that our differential equations reduce to those of [4] for the special case
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a ¼ 0: As a increases, bðaÞ appears to converge somewhat slower than geometrically, but we
conjecture that for a413 the only improvement is in the third decimal digit. We also note that
reducing the graph to its 3-core first (by repeatedly removing all vertices of degree smaller than 3)
helps, but not very much. Using the results of [23] to get the degree sequence of the 3-core and
plugging it in our differential equations with a ¼ 13 we get d3X4:04; a slight improvement to
Corollary 2.

11. Coloring with no degree preference

When a ¼ 0; our algorithm A becomes the list-coloring algorithm 3-gl of [4]. As mentioned in
Section 2, under 3-gl the graph induced by the uncolored vertices is distributed at all times as
Gðn0; p ¼ d=nÞ; where n0 is the number of uncolored vertices. As a result, the degree distribution of
the uncolored vertices is asymptotically Poisson with a time-varying mean d ¼ pn0: Moreover, the
degree of each vertex is independent of its color list.
As a ‘‘sanity check’’ for our differential equations, we will show that for a ¼ 0; they lead to the

differential equations in [4]. Recall that wi and ui are the degree distributions of the 3- and 2-color
vertices, respectively, in our system. Using the information in the paragraph above, we ‘‘guess’’
that for a ¼ 0

wi ¼
bdi

i!
and ui ¼

gdi

i!
; ð24Þ

for some time-varying parameters b; g and d: Moreover, if initially all vertices have 3 available
colors and the graph is Gðn; p ¼ d=nÞ then we must have

bð0Þ ¼ e	d ; gð0Þ ¼ 0; and dð0Þ ¼ d: ð25Þ
From (24) we have

wð0Þ ¼ bed; ð26Þ

uð0Þ ¼ ged; ð27Þ

wð1Þ ¼ bded; ð28Þ

uð1Þ ¼ gded; ð29Þ

uð2Þ ¼ gdðdþ 1Þed; ð30Þ
while the derivatives of wi; ui with respect to v (the time parameter) are

dwi

dv
¼ wi

1

b
db
dv

þ i
1

d
dd
dv

� �
; ð31Þ

dui

dv
¼ ui

1

g
dg
dv

þ i
1

d
dd
dv

� �
: ð32Þ

Now if we take Eqs. (22) and (23) with a ¼ 0; substitute (28)–(30), and match terms with (31) and
(32), we find that (22) and (23) are satisfied for all i iff the following finite system of differential
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equations for the parameters b; g and d is satisfied:

db
dv

¼ 0;
dg
dv

¼ ðd	 1Þðbþ gÞ; dd
dv

¼ 	d: ð33Þ

With the initial conditions in (25), the solution to (33) is

bðvÞ ¼ e	d ; gðvÞ ¼ e	ðvþde	vÞ 	 e	d ; dðvÞ ¼ de	v:

Using (26) and (27) and changing variables to x ¼ 1	 e	v we get

wð0ÞðxÞ ¼ e	dx; uð0ÞðxÞ ¼ 1	 x 	 e	dx

which is precisely the solution for 3-gl given in [4]. The reader can verify that Eq. (20) becomes

l1 ¼
2gd

3ðbþ gÞ ¼
2

3
duð0Þ:

This is maximized at x ¼ ln d=d; at which point l1 ¼ ð2=3Þðd 	 ln d 	 1Þ: Setting this to 1 gives

d 	 ln d ¼ 5=2; so d ¼ 	W	1ð	e	5=2Þ ¼ 3:847y where W	1 is the 	1th branch of Lambert’s W

function, just as in [4].
We note that since Wormald’s Theorem does not let us deal directly with infinite systems of

differential equations, strictly speaking we cannot model A’s progress with the infinite system (22)
and (23) and then collapse it to the finite system of (33). Therefore, we cannot consider this as an
alternate derivation of the results of [4]. We could make this approach rigorous either by
truncating the degree sequence above some M and proving numerical lower bounds that
approach the analytic bound of [4] as M increases, or by modelling the high-degree distribution as
Poisson in the first place, e.g. as in [23].

12. Handling the high-degree vertices

Recall that our goal is to color the graph H of edges incident to high-degree vertices, so that we
are left with a small number of 2-color low-degree vertices. If H were acyclic, i.e., if the high-
degree vertices and their neighborhoods formed a forest, then we could accomplish this by simply
2-coloring H: In that coloring, every low-degree neighbor of a high-degree vertex trivially has a
monochromatic neighborhood, so we could uncolor it and make it a 2-color vertex.
Unfortunately, w.u.p.p. H cannot be colored so that all low-degree vertices have a
monochromatic neighborhood, e.g. if two low-degree vertices occur in a 5-cycle. To remedy
this we prove that after adding the neighbors of those low-degree vertices that appear in cyclic
components of H; w.h.p. we can find a set of low-degree vertices that isolates the high-degree
vertices from the rest of the graph.

Proof of Lemma 3. To prove part 1 of Lemma 3 we consider the following procedure, called High:

(1) Let EH be the set of edges incident to high-degree vertices. Let H be the multigraph induced
by EH :

(2) Fail if any of the following is true:
(a) H contains a component with more than one cycle.

ARTICLE IN PRESS

D. Achlioptas, C. Moore / Journal of Computer and System Sciences 67 (2003) 441–471 467



(b) H contains more than log n cyclic components.
(c) H contains a component of size greater than log2 n:

(3) Let Y be the set of low-degree vertices in the cyclic components of H: Let EY be the set of
edges incident to vertices in Y : Let K be the multigraph induced by EH,EY :

(4) Fail if any of the following is true:
(a) Some edge in EY connects two vertices in Y :
(b) Some vertex of K that is not a vertex of H is contained in more than one edge of EY :

(5) Let L be the set of low-degree vertices in K that are not in Y : Find a 3-coloring Z of K in
which every vertex in L has a monochromatic neighborhood.

Lemma 11. Step 2 of High succeeds w.h.p.

Proof. Choose a random copy among all copies belonging to high-degree vertices and let v be
the vertex to which it belongs. Let CðvÞ be the number of copies belonging to vertices in
v’s connected component in the graph induced by EH : We claim that there exists a constant r40
such that

Pr½CðvÞ ¼ s�oð1	 rÞs: ð34Þ
Using this claim and arguing as in Lemma 10 we get that the probability that a random copy lies
in a cyclic component is Oð1=nÞ and the probability that it lies in a multicyclic component is

Oð1=n2Þ: Therefore, the expected number of cyclic components in H is Oð1Þ while the expected
number of multicyclic components is oð1Þ:Markov’s inequality and the union bound, respectively,
imply that w.h.p. H has no more than log n cyclic components and no multicyclic components.
Moreover, since the number of vertices in CðvÞ cannot be greater than its number of copies plus 1,
(34) readily implies that w.h.p. H has no component of size log2 n:
To prove (34) we argue as in Lemma 9. That is, again, we consider a modified process S for

exposing the component of v which stops if it ever exposes log2 n copies, so that there is very little
shift in the degree sequence during the course of the process. To bound the number of copies
exposed by S we introduce a branching process B and show that the total progeny of B dominates
the number of copies in S: The main difference is that this time, in order to account for the fact
that low-degree vertices in H are never adjacent to other low-degree vertices, we distinguish the
copies into two types, namely those belonging to low-degree vertices and those belonging to high-
degree vertices. Specifically, a copy of a high-degree vertex gives birth to all other copies
corresponding to the vertex of its partner, while a copy of a low-degree vertex does the same only
if its partner belongs to a high-degree vertex. At the same time, the progenitor gives birth to all the
copies of v other than itself. Thus we now have the 2� 2 matrix,

M ¼
phighðdhigh 	 1Þ phighðdlow 	 1Þ
plowðdhigh 	 1Þ 0

� �
;

where phigh and plow are the probabilities that a random copy in D� is of high- or low-degree

respectively, while dhigh and dlow is the average degree of (the vertex corresponding to) a random

high- or low-degree copy. Observe now that since S stops if it ever exposes log2 n copies, adding a
oð1Þ term to each entry in M suffices to account for any shift in the degree sequence occurring
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during the course of S: The largest eigenvalue of M is

l1 ¼ 1
2

phighðdhigh 	 1Þ 1þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 4

plowðdlow 	 1Þ
phighðdhigh 	 1Þ

s !
:

For the degree sequence D� with Dmax ¼ 30 a little arithmetic gives l1o10	15: Since the degree
sequence of D� has an exponential tail, (34) follows from part 2 of Lemma 8. &

Lemma 12. Step 4 of High succeeds w.h.p.

Proof. Since we have passed conditions 2b and 2c, the total number of vertices in H lying on

cyclic components is bounded by log3 n: Since the maximum degree of the graph is bounded by

2 log n=log log n; this implies jEY jolog4 n: Therefore, with certainty, there are OðnÞ unexposed
copies in the rest of the graph, i.e., not in H; and those vertices have bounded degree. As a result,

the probability of each of the events in step 4 is OðjEY j2=nÞ ¼ Oðlog8 nÞ=n: &

Lemma 13. Step 5 of High succeeds w.h.p.

To prove this we will use the following lemma.

Lemma 14. Let K be a 3-colorable graph and let S be an independent set of K such that no cycle
passes through any vertex in S. Then K can be 3-colored so that every vertex in S has a
monochromatic neighborhood.

Proof. Consider the connected components Ki of K\S: Let us define a bipartite graph G on
S,fKig where uAS and Ki are connected if there is an edge between them in K : Clearly, G is
acyclic since any cycle in G would induce a cycle in K passing through some vertex in S: Therefore,
any two components Ki;Kj have at most one neighbor uAS in common. Moreover, each uAS is

adjacent in K to at most one vertex viðuÞ in each Ki:
To 3-color K it suffices to show that we can 3-color any connected component of G: Observe

that since K is 3-colorable, so is each Ki: Moreover, for any vAKi and cAfR;G;Bg; there is a 3-
coloring Zi of Ki such that ZiðvÞ ¼ c: So, for each connected component of G we start by coloring
an arbitrary Ki in that component. Now, whenever we color some Ki with a coloring Zi; for every
uncolored Kj that shares a neighbor uAS with Ki we do the following:

(1) Choose a color CaZiðviðuÞÞ and assign it to u:
(2) Color Kj with Zj such that ZjðvjðuÞÞ ¼ ZiðviðuÞÞ:

Since G is acyclic, this procedure will never specify the color of more than one vertex of any Ki; so
we will succeed in coloring every Ki: For the same reason, it never attempts to color any uAS more
than once and, moreover, each uAS has a monochromatic neighborhood since when coloring it
we require all its neighbors vjðuÞ to have the same color. &

It is a standard result in random graph theory [7] that a random multigraph induced by a degree
sequence with bounded second moment is w.u.p.p. simple. Since we have already established that
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w.h.p. the graph K can be 3-colored so that all vertices in L have monochromatic neighborhoods,
this concludes the proof of part 1 of Lemma 3.
To prove part 2 of Lemma 3, observe that a vertex in B has degree i if its original degree was

jXi and j 	 i of its edges were incident to vertices in either H or Y :Moreover, observe that a given

copy of a low-degree vertex is matched to a vertex in H with probability f=d þ oðn	1=3Þ and recall
that w.h.p. jEY jolog4 n: Thus, an easy computation gives the expected number of vertices of
degree i; while concentration follows from standard arguments.
Finally, part 3 of Lemma 3 follows by observing that the vertices in L are either neighbors of

high-degree vertices or adjacent to some vertex in Y : Clearly, the number of vertices adjacent to
high-degree vertices cannot exceed fn; while the number of vertices adjacent to Y cannot exceed
jEY j: Moreover, it is clear that w.h.p. OðnÞ of the fn edges incident to high-degree vertices are
between high-degree vertices. &
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