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Appendix

A )\-calculus for tourists

1 Conceptual

The modern view of “function” is that of an arbitrary set of pairs - (argu-
ment /value) - whose first element is unique. The entire graph of the function
is taken to be available at once, as a given, with no “cost” for its generation. For
example, you are given the following graph, in which a prime is paired with 1
and a non-prime with 0, as fully completed to the infinite right.

o 1 2 3 4 5 6 7 8 9 10 11 12 13 14

In contrast, an older view emphasizes a function as a rule of computation, i.e.,
as a process of symbolic manipulation that produces a value when applied to an
argument.

Given a number n try dividing it by 2 and by each odd
integer up to the biggest integer which is smaller or
equal to the square root of n. If none of the trial
divisors divides n, return 1, otherwise return O.

The point is that one trades the instant random access to a look-up table which
is so big as not to fit into the universe, with a procedure which fits into your
pocket, but at the “cost” that it must be carried out. Procedures have to be
expressed in some formal language. The requirement of a language, in turn,
entails a refinement of the world into “behavior” and “that which behaves.” The
former remains the still “ethereal” graph, while the latter is an “object”, that
is, a symbolic structure shaped by some sort of syntax that can be subject to
new kinds of manipulation. This procedural or computational paradigm lies at
the base of our project. It takes seriously the fact that in the physical world one
never manipulates behavior, only the objects that behave.

Of course, the above example is no more than a joke; we would have to be equally
explicit about what we mean by “divide”, “27, “each”, “integer”, “biggest”,
“smaller”, “or”, “equal”, “square root”. It is no joke, however, that the \-
calculus invented by A. Church in the 1930’s [2, 3] (following a trail pioneered by

M. Schénfinkel [23]) does just that.



2 Instant Syntax and Semantics

The universe of A\-objects consists of terms with a particular structure.
structure is defined inductively, starting from “atoms”.

This

Ax. A

(A)B

some available name space.

Make the A-term A into a func-
tion of x. This is done by turn-
ing x in A from being a literal
“z” into something replaceable,
a variable. Since x now holds
a place, it’s particular name has
lost significance. All that mat-
ters is the link to its correspond-
ing A marker, indicated by writ-
ing Az. One says, x has been ab-
stracted.

If A and B are A-terms, then
their juxtaposition (A)B denotes
the application of A to B

TERMS
A-calculus Informal Interpretation Tourist Notation
x is an atomic name taken from
T T

Given the expression z2 + 4z +y
we turn it into a function in x
by declaring x to be a variable:
x— 22 +4z +y.

Given the function f : z — 22 +
4z +y and given 6, we can speak

of f(6).

So far we have only terms. Let’s have some action.

REDUCTION

M-calculus

Informal Interpretation

(Ax.A)B — Alz := B

When applying a function Az.A
to an argument B, we proceed
by literally substituting for the
placeholder x the argument B.
The fact that the place(s) held
by « has (have) been filled is doc-
umented by removing the place-
holder declaration Az. In the
above example, f(6) — 60 + y.




That’s all there is.

Some details on reduction

There are two technical details one should be aware of. (i) The abstractor A
has a scope (like an ordinary integral sign), i.e., in (Az.A)B the binding influence
of X stops at A, and does not continue into B. (ii) The idea behind substitution
is to replace equals by equals, meaning that the behavior of (Az.4)B should
be the same as that of Alx := B]. Unbound literals must, therefore, never get
bound during substitution. This one, for example, is illegal: ()\x.)\y.(gc)y))\z. —
)\y.()\z.)y. The boxed y has been captured by a Ay. To perform the substitution
safely, one has to rename the bound y into, say, w. We skip the formalization of
these statements.

In a reduction step an “application” annihilates an “abstraction”. Normal-
ization is the process in which all the reductions that are possible within a term
are carried out. At that point a term is said to be in normal form. The normal
form is unique (if it exists - see below). This property of the reduction relation
on A-terms is called confluence. The reflexive, symmetric and transitive closure
of the reduction relation is an equivalence relation on terms, i.e., two A-terms
are equivalent, if they have the same normal form.

Within the scope of our chemical metaphor a normal form is the analogue of
a stable molecular form. The application of one (abstraction) term to another is
analogous to a reactive encounter. Such a configuration is (usually) not a normal
form, and is “stabilized” by normalization - the A-analogue of a “reaction path”.
In this view of chemistry, “(free) energy” is that which causes molecular transition
states to stabilize into products and is captured by our requirement that terms be
in normal form. Other aspects of energy, such as differential rate constants, are
not captured in Minimal Chemistry Zero (but see section 2.3.3 for MC2).

Two examples: A <= \z.((2)Ay.y)a is in normal form; sois B 2= u.(u)Av.v,

def

but not (A)B = (Az.((x)A\y.y)z)A\u.(u) v.v. We normalize (underlining the
subterms being reduced at each step):
Az.((x)Ay.y)z) u.(u) .o — ((Aw.(u) o) y.y) . (u) \v.w —
((Ay.y) ) u.(u)Av.o — (Av.o)du.(u)Av.o — Au.(u) Av.w

In this case B is a fixed point of A.
Not every term has a normal form. For example, here’s a term which is not
normalizable:
Az.(x)z) . () — Ax.(z)x)\z.(z)x
t )

A calculus in which every term has a normal form is called strongly nor-
malizing. Our model utilizes only terms with a normal form. Indeed, we even
discard those terms which fail to normalize within some specified limits.

It is worth pointing out that in this version of A-calculus every term can be applied
to every term. Thus, any term can be filled into the place held by a variable. Or,
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by means of slogan, there’s no syntactical distinction between function and data.
Everything in X is, in some sense, a function. This is a very powerful concept.
You may have wondered where the “numbers” are, or where the familiar “addi-
tion” has gone. No such operations are given. Everything has to be constructed
just with what we’ve got, i.e., variables, abstraction and application. (It can
be done.) The intriguing feature of A-calculus is in forcing one to realize that
something is, for example, a numeral (a representation of a number), if it behaves
- via application and reduction - like a number. Something is a numeral when it
is a member of a sequence of distinct terms that have a successor function, and
there exists a test for a distinguished element “zero”. Likewise, something is an
“addition”, if it behaves like an addition in relation to some system of numerals.
Change the system of numerals and the object that behaved like an addition
doesn’t anymore. Here’s an example of a numeral system:

Az corresponds to 0
AfAx.(f)x  corresponds to 1

Mz (f)...(f)x corresp.onds to n
~———

n times

Relative to it, the addition operation becomes + == Am.An.Af. z.((m)f)((n)f)z.
The normalization of 3 4+ 2 is displayed in table Al. It looks slightly frighten-
ing, but most of the 54 intermediate steps are just necessary rearrangements in
preparation for reductions.

Note then the “relativity” of the system — one defines what behaves and generates
behaviors. The power of the system derives from just this flexibility. “Behavior,”
in the example above, was treated as a device which sends numerals into numerals.
This frame need not be maintained. In fact, nothing prevents us from taking the
addition function, 4, and apply it to something else than a numeral - to itself,
say. So here is (+)+:

(AmAn A f Az ((m) f)((n) fz) dmAnf x.((m) f)((n)fle — -
- = AnAf Az A u Ao ((f)u) () f)z)u)v

(Where the variable names u and v come from renaming during normalization.)

Can we still meaningfully say that a “function” has been computed? No. In
full A-calculus the notion of a “function” is better replaced by the more vague
notion of an “operator”. This point is crucial for our usage of A-calculus. Indeed,
the individual interactions in our reactor by and large don’t compute anything,
they solely rearrange symbolic structures. The interpretation of their “behavior”



is framed by the algebraic and kinetic properties of the organization that their
actions participate in maintaining. The same can be said of chemistry.

((/\m-M-Af)\x;(r(m)f)((n)f)x) Af Az (F)())z) M-z (F)(f)z

N

+ 3 2

L (An.QmAf Az ((m) £)((n) F)z)Mf Az.(F) () (Fz)Mf Az (F) ()=
2 (AnAf.(mAz.((m) £)((n) H)z)Nf 2. (F)(F) ()N (F)(f)x
3 (AnAf Az (Am.((m) f)((n) )N f Az (F)(F)(Hz)Nf 2. () (f)z
4 (AnAf Az ((Am.(m) Af e (F)()()z)(Am.((n) F)z)Af Xz (F) (£ (Hz)Af . (f) (f)z
5 Af.(AnAz.((Am.(m) )AF A () () (H)z)(Am.((n) P)z)Af Az (F) (£ ()N A (F) (F)w
6 AfAz.(An.((Am.(m) )Af Az (F)(F)()z)(Am.((n) F)z)Af de.(f) (£ (Hz)Af . (f)(f)z

)(>\m () )2)Af Az (F)(H)()z)Af Az.(F) ()=

7 Az ((Ame.(m) H)Nf 2z () (F) (f)z) (n.
8 A Az ((Am.m)Af Az (f)(f)(f)z)(Am. f)Nf Az (
9 A Az (A2 (F)(F)(F)z) Ame. HYXF Az (F) () (f
10 Af Az Az (A LS () (Hz) m. HINF . (F) () (f

HHOH)z)(An.(Am. () H)z) A f Az (F) (£ (Hz)Af . (F) ()=
)2)(An.(Am.((n) N)z)Af Az (F) () (Hz)Af Az (F) (f)z
)w)(/\n-(Am-((N)f)ﬂﬁ)/\f-/\x-(f)(f)(f)m)/\f-/\x-(f)(f)fc

25 AfA2.(£)(f) (e (

y1)2) . (. (n) )AL A (DD (DR)M A (£) () f
26 AfAz.()(F) (M1 Az (y1)x) ) (Ayr-(An.(Am.((n) )z) A f- Az (F) () (Hz)Af- Az () (f)z) f
27 Af 2z (f)(f)(Az-(Ayr-(y1)2) ) A1 (An.(Am.((0) a) A f Az (F) (£ (Fz)Af Az () (=) f
28 Af Az ()(F)Az-((Ay1-y1) ) (Ayr2) ) (Ayr-(An.(dm.((n) z)Af Az (F) () (Hz)Af- Az (f)(f)z) f
29 Af Az (F)(F)((Ay1y1) )z (Ayr-2) £)(Ayr - (An.(Am.((n) flz) Af- A (F) () (Pz)Af- M. () (f)z) f
30 Af 2z (F)(F)(F) Qe (Ayr-z) f)(Ayr-(An.(Am. () f)z) A f- Az (F) (F)(Fz)Af Az.(F)(f)z) f
43 M2 (N)(F)(f) Q. (M- F) A )N Az () (F)z) (A f-()z) An. )N f Az () (f)z)(Anz)Nf Az (F)(f)z
44 M2 (F)(F)(F) (AL F) A )AF Az () (F)z) Az (Af.(F)z) An. A F Az () (f)z) Anz)Af Az (F) (f)z
45 AL Az.(£)(F)(H)((An- )N Az () (f)z) Az (Af.(F)z) An. )N F A (F) () An.z)Af- Az (F) (f)z
46 Af 2. (F)(N)(F)(F) . (M-(F)z) ) An.z) A f A . (F)(f)x
A7 M2 (F)(F) () (F)(Qz A f-()z) An.z) A f Az (F) (F)z) . f)(An.z) A f Az (f)(f)z
48 M2z (N)(F)(F)(F)M-Az.(Fz) An.z)Af Az (F) (£)z) Az f)(An.a) A f Az (f)(f)z
49 Af Az (F)(N)(N)(N)YAS-(F)Az-z) Anz)A f da.(f)(f)z) M. f)(An.z)Af Az () (F)z
50 AL Az (F)(N) ) HAf-F) Az f)Onz) M f 2. (F)(flz)(Af.(Az.z) An.a)AfAz.(F)(f)z)(Az. f)(An.z) A f Az (f) (f)z
51 A f Az (H)(N) ()N (A f)Ana) A fde.()()z) AS-(Ae.z) An2)Af Az (F) (£)z) M. f)(Ana) A f- e (f)(f)z
52 Af Az (NN )Af-Az.z) An.z) A f . (f)(f)x) f
53 Af Az (H)(N)))()(Az.z)Anz)Af Az (F) ()=
54 Af Az (NN Onz)Af 2. (F)(f)z

5
Mz (H) D))

Table Al: 3+ 2 =5 in A-calculus.

A-calculus is a theory of equality based on substitution. In a more specialized
sense, A\-calculus is a general theory of functions. Having served as a template for
LISP, it inspired the “functional style” of programming. Moreover, as detailed in
text, A-calculus has served as a tool in constructive proof-theory and, accordingly,
in mechanizing parts of logic (see section 1). This makes A-calculus an almost
obligate check point when introducing new paradigms of computation to which
properties such as termination, confluence, normalization, or substitution are




central. In the computational sciences these ingredients of A-calculus play a role
comparable to that of the fundamental principles of physics [13]. Good introduc-
tions are Hankin [9] or Lalement [13], an encyclopedic treatment for aficionados
with a good pair of shoes is Barendregt [1].

3 Beyond )\

The limits of A-calculus are found in its inherently sequential paradigm. This is
reflected by its non-commutative basic mode of interaction, application. What
would be a commutative analogue? This question leads one to parallelism,
or more precisely, concurrency. In contrast to sequentiality, the concurrent
paradigm of computation considers a system of many heterogenously behaving
independent entities that “interact” with one another (usually asynchronously).
The proper technical word for interaction in such a setting is communication and
the entities are called processes. The theory of communication and concurrency is
among the most exciting and challenging frontiers in today’s computational sci-
ences. This is obviously not the place for a tutorial in concurrency; some places
to start are [11, 16, 18]. Here we paint with a broad brush just some of the issues
at stake so as to situate our work relative to it.

The transition from the concept of “function” to that of a “process” is illustrated
by means of an example due to Robin Milner [18]. Consider the behavior of the

following program, A, where “:=" means an assignment:

1: x := 2; (assign 2 to x)

2: y 1= x+3; (assign to y the content of x plus three)
3: print y;

Clearly, the program A will print 5. Suppose now that there is a further concur-
rently running program B that has access to the memory location referred to by
x in A. Such a program can alter the value at x after A has executed its first
statement and before it executes the second. As a consequence, the observation
of A does not yield a specific result anymore; it may print anything, depending
on the behavior of B. This is the kind of situation that the theme of “communi-
cation and concurrency” is roughly about. The concept of “process” emphasizes
behavior primarily as the ability to communicate at various points in time [10]
rather than a computational activity. The issue, as emphasized in [21], is one of
an apparent duality of time and information.

What is being communicated? The simplest kind of communication is a synchro-
nization between two processes, i.e. a “handshake”. Omne process pauses until
it receives a signal from another upon which it resumes its behavior [15]. The



next order of communication involves the sending and receiving of port names
themselves. This yields a system where “pointers” are passed around, thereby
changing the communication topology of the system over time [19, 20]. At the
next order whole processes rather than their address can be communicated [22].
This in turn raises the issues of “access” and “privacy”. On the formal side the
challenge is to find “calculi” which enable to reason about various notions of pro-
cesses and their equivalence, in analogy to what A-calculus does for the sequential
realm.

Communication occurs between ports of processes. Ports are named, and each
name has a complement. For example: a and @, where a may stand for an input
port and @ for an output port. Communication can only occur between ports
that bear complementary names. This ensures commutativity of communication
by definition.

m-calculus

One foundational attempt at mobile processes (systems with changing com-
munication topology) is the m-calculus of Milner, Parrow and Walker [19, 20].
Just to give a glimpse of it for the purpose of comparison with A-calculus, here’s
a m-expression:

zy.A | z(u).ww.B | y(z).C

It denotes a soup of three processes, 1,2,3, that co-exist independently. This
concurrence is expressed by the operator |. The processes in the example are only
partially specified, since A, B and C stand for further structure which we disre-
gard. Ty means “output the name y along channel 2”7, while 2(u) means “receive
a name along channel = and substitute that name for u in the remaining process”
(this input prefix binds v much like a A). In the above example a communication
can occur between process 1 and process 2 along channel z, yielding:

A | gu.Bu:=y| | y(2).C
‘1/,| [ ] | (3)
2/

The point is that, as a result of this event, process 2 (now 2’) has obtained a port
name that enables it to communicate with process 3:
A | Blu:=y] | Clz :=v]
1"/ —_—
2// 3/

Concurrent processes can occur embedded within a process, such as in zy.(A|B).
Furthermore, there is a scoping operator v which restricts the use of = to pro-
cess A in (vz)A, and there is a choice operator + behaving so that in A + B a
communication with A destroys B and vice versa. Finally, there is a replication
operator !A which permits process A to spin off further copies of itself allowing
for recursion.

“” might be a way to notate the concurrency of the A-particles in our flow-
reactor. As in A-calculus, a “type”-discipline for m-calculus can be defined. For



the further development of our model, we are inclined towards the logic path to
concurrency rather than m-calculus, as developed in the text. Readers wishing to
further explore m-calculus are referred to [17].

The world of functions and the world of processes emphasize the halting problem
differently. While termination is a desideratum for functions or algorithms, the
opposite is typically true for processes. There one looks for conditions under
which a community of processes is guaranteed never to dead-lock, as there are
many situations where ongoing communication or interactivity is required. Exam-
ples include operating systems, whether in air traffic control systems, computer
systems, mobile telephone networks, or...living and cognizing systems. The focus
on the absence of dead-lock shifts the attention from computation to organization.
This clearly locates concurrency very close to our project.

B Types for tourists

1 The chemistry of types

Types are a high-level statement about the behavior of objects. A conventional
addition function, for example, has type N x N — N, meaning that it accepts
pairs of integers, and returns integers. This is not sufficient to distinguish it
from a subtraction function, but is enough to distinguish it from a function that
adds “carriage returns” to a string of characters. The definition of a type system
decides on how much about the actual behavior of an object is conveyed by its
type. A type system also provides a procedure to infer the type of a compound
object from the types of its components.

We first need a way to express types. The notation is inductive like the syntax of
A-calculus. We start by defining a set of atomic types, called simple (or ground)
types, say T = {a,b,c,...}. From simple types we construct compound types
with the help of type constructors. This is analogous to A-calculus where com-
pound terms are built from two term constructors - abstraction and application
(see Appendix A). The choice of type constructors reflects the kind of actions
one seeks to capture. For the sake of simplicity we consider here only one type
constructor: the function type “—7. A type, then, is either

e a simple type: s € 7, or

e a function type: s — t, where s and t are types.

The function type s — t denotes a mapping which accepts objects of type s and



returns objects of type t. Think of it as one kind of chemical bond (“—"). It
links together the action(s) of atoms (or groups of atoms).

The type system is coupled to the A-calculus by means of inference rules based
on the structure of M\-terms. Let’s proceed intuitively at first: if a variable x in
A-calculus has type s, notated x : s, and if the expression E has type t, notated
E : t, then the term A\z.E has type s — t, notated Ax.E : s — t. What we have
just made is a bond connecting action s with action t. The corresponding term
- the abstraction Az.F - is the physical bond - as opposed to its type (—) which
indicates it’s potential chemical activity. Indeed, a bond that can be made, can
be broken. This holds for types as well. When the object \z.E whose action is
s — t is brought into contact with an object F': s, the bond is broken, and the
action t is recovered: (Az.E)F : t. The corresponding normalized object can
be shown to have the same type. The fact that the type doesn’t change upon
normalization indicates that types do not compute results; the computation is
done by the A-calculus mechanics. Types are just a statement about the possible
reactions and results.

Summing up, “abstraction” makes bonds, “application” breaks bonds (of the
“—” kind). A bond works here like an “if-then” relation, since s — t specifies
the conditions that have to be met to break and to release the “then” portion (in
this case simply to encounter an object of type s).

2 Polymorphism

A function of type s — t, where s and t are simple types, is monomorphic,
because - in terms of our metaphor - it only has one shape: it recognizes only
things of the shape s, and it returns things of the particular shape t. Seen this
way there are infinitely many identity operations, Azx.z, with different types - such
as: a—a,b—b, (a—b) — (a—Db), etc. - yet all do the same thing. In fact,
these different types are but specific instances of a generic type a — «, where
a can be anything. Because it can be anything,we can treat it as a variable - a
type variable. This is expressed as Va.ao — «, also known as a type scheme. The
introduction of type variables yields the concept of a polymorphic type. In contrast
to a monomorphic operator, a polymorphic one can act on a variety of things with
different shapes. For example, a function with type Va.(a — a) — (b — «) can
operate on any object which is an instance of the type Va.a — a, such as ¢ — a
or Vf.(c — () — a, but it cannot act on instances of V3.8 — c. In the context
of the chemical metaphor, polymorphism means that our abstract molecules can
have different degrees of “specificity”. Some could be “rigid” (monomorphic),
others could be completely unspecific, and still others could cover the spectrum
of specificity in between.
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3 Type inference

Given the structure of a A-term how do we infer its type? To begin with we
assign type schemes to certain variables initially. This initial assignment, A, has
the status of a boundary condition. It specifies our “chemistry”. We will write
the derivation of type o for the expression P under the assumptions A as an
inference: A+ P : o (read: “from A derive P of type 0”). Here’s the complete
set of rules for this game [13, 14], which we explain intuitively below:

Tautology r:0€AkFz:o

o AFe:o
Instantiation ~ —— (0 > o)
AFe:o
o AFe:o
Generalization ————— (a not free in A)
Al e:Vao
AlFe: 7 =71 AR 7
Application
Ab (e)e : T
A, U{z 7Y Fe:
Abstraction e rphe:r
AFXze: 7 =71
Abe:o A, U{z:0o}bée:7
Let

AF(letz=einé): T

The meaning of the Taut-rule is simply that a free variable has the type assigned
to it in the boundary condition. If there is no assignment the expression x is not
typable, and is barred from the universe.

The meaning of rule App is also clear. It is useful, however, to know how the
rule is implemented, since it introduces an important concept. Suppose that we
have an object e whose type has been established to be o, and that we want to
apply it to an object €’ of type 7'. For this to be possible ¢ must have a type of
the form 7/ — 7 where 7 stands for a generic unknown type of (e)e’ that needs
to be determined. Hence, for the interaction (e)e’ to be possible e’s established
type o and the required type 7 — 7 must be made equal. This may be possible,
since o and 7/ may contain type variables which can be made more specific in
order to satisfy the equality. This means we must look for some type substitution
T of the free variables in ¢ and in 7/ — 7 such that To = T(7" — 7). T is called
a unifier, and the procedure for finding 7" is called unification. It boils down to
solving a set of equations. For details about how this procedure is carried out the
reader is referred to any standard textbook on type theory. The point is that a
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successful unification will end up with a particular 7, the desired type of (e)e’. If
unification is not successful, then e cannot be applied to €/, i.e., the interaction
term (e)e’ does not exist.

It is clear now that a type system poses constraints on permissible A-terms. For
example, Az.(x)x is not any longer an element of the universe of objects, for it
has no type. To type the subterm (x)z we would have to first assume the generic
type a for z, and then use rule App which requests that = be of type a — a. But
the equation o = av — « is recursive and has no solution (in this type system).

Recall that we model a chemical reaction by the application of a function: (Az.E)F.
In Let the argument, F', is typed first, and then its type is assigned to the vari-
able z when proceeding in the type synthesis of £. The Let rule allows for more
general interactions than are otherwise permitted by App. We use Let to model
a reaction.

Finally, the Abs-rule is used like this. If the variable x has a type assigned in
the boundary condition A, 7/ say, then we must use 7’ in the derivation of the
type for the function body e. If e is determined to have type 7, then the whole
expression is 7/ — 7. On the other hand, if x has no assignment, then we are free
to temporarily assume one. We assume a generic «, and proceed to derive the
type for e. During this process the assumed type o may need to be specialized
into 7/(< «) to meet type constraints (viz unification). The resulting type for the
overall expression is 7/ — 7, and the boundary condition A is left unchanged.

The other two rules, Gen and Inst, are used to generalize and to instantiate
(specialize) a type in a particular way. Their explanation is not crucial at this
level of discussion, and we skip it.

C Logic background

1 The Curry-Howard isomorphism
The Curry-Howard isomorphism [12] provides a rigorous link between the com-
putational sciences and logic.
Recall the two rules for typing abstraction and application in A-calculus (Ap-
pendix B):
AU{z: 7'} Fe:T
AFXre: 7 — 1
Abe: 7 — 71 Akeé 7
AF(e)e : 7

Abs

App
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The notation is understood as a rule which links the two hypotheses (above the
horizontal line) with a conclusion (below the line).

Take for instance the Application rule and consider what remains when every-
thing but the type information is erased:

!/
T =T T
T

Now read 7" and 7 as logical propositions, and interpret the function arrow ¢ —”
to mean logical implication. Then, if we know that 7" implies 7, and if we know
that 7/ actually holds, then we can conclude that 7 holds. This logical inference
is known as modus ponens. For example, empiricists routinely use this inference,
reasoning that if an event 7 is known (say, by prior experiment) to be contingent
upon an event 7', and 7’ is an empirical observation in a current experiment, then

we observe 7 in the current experiment.

In logic, “to know that a proposition holds” means to prove it, i.e. to stepwise
assemble the proposition with the help of a “scaffold” (the proof). Made of
special building blocks (rules of inference), a proof is a syntactical object just like
a A-term. Let us symbolize the text documenting the proof of a hypothesis with
vertical dots (meaning, “insert the formal steps of proof here”):

. a proof . another proof

s 7'

T

Now, this could be seen as a proof of the proposition 7 by combining a proof
of 77 — 7 and one of 7. Indeed, modus ponens is a step in the construction of
proofs. We could use the following scheme to name the steps in the proof:

T’ —> T 7;’ (€)' (1)

This, however, is precisely the rule for typing an “application” (here, (e)e’) in
A-calculus (App). From this point of view the rule for typing an Abstraction is
interpreted as:

Az.e (2)
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This is meant to illustrate that a proof of 7, using the assumption 7/, is a proof of
7" — 7 where 7’ has been removed from the list of assumptions. One says that 7/
has been discharged®. In typed A-calculus a free (unbound) z is, therefore, seen to
stand for an assumption made (of type 7). “Abstraction” - i.e., the binding of x
as a variable - discharges that assumption, yielding a logical implication. Indeed,
the object Az.e is a function. The function takes a (proof of the) proposition 7/
and returns a (proof of the) proposition 7; hence it proves 7/ — 7.

The two rules (1) and (2) together define what “—” means by stating how to
eliminate and how to introduce it, respectively, from a logical formula. The im-
plication connective is introduced by shuffling an assumption from the proof (the
meta-language) into the logical formula (the object-language) which now keeps
track of it>. The implication connective is eliminated by supplying a proof for
the assumption expressed in the implication. Analogous rules of introduction
and elimination exist for disjunction (V), conjunction (A), and for the existen-
tial (3) and universal (V) quantifiers in the predicate case. This style of proof-
presentation is called “natural deduction”. We have introduced it here not for
its direct utility in the chemical metaphor, but because it provides the simplest
and most gentle connection between a logic and the typing of A-terms.

Proof-normalization

How is the A-calculus reduction process reflected in proof-theory? Reduction in
A-calculus is triggered by the application of a A-expression to another: (Az.e)e’
which becomes e[z := ¢€]. The expression (Ax.e)e’ corresponds to a proof where
the introduction of an implication (abstraction) is immediately followed by its
elimination (application). Consider the case sketched below.

/
']
: -
. e - €
T ¢ — 7
s 7 - €
-

Here a proof is “normalized” by replacing copies of the derivation ending in 7’
(i.e., right branch) for every discharged assumption 7" in the derivation on the

'This fact, however, must be recorded, for example by wrapping 7’ into square brackets.
This introduces a “non-local” action, i.e., an annotation at a location in the proof tree that
is removed from the horizontal bar in (2) where things are currently happening. This will be
avoided in another syntactical system introduced in Appendix 2.

ZStated differently, if we can prove (8 from assumption a (i.e. « F ), then we can prove
a — [ from no assumption (i.e. F o — (). This is the “deduction property” of logical
consequence (F).
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left branch (i.e., top-most segment of left branch).

2 Sequent calculus

Whenever a theory has “objects” as its subject, notation becomes of paramount
importance. The reason is that to a good extent the theory is the notation.
Major perspectives on logic are, therefore, characterized by differring notational
systems.

One of them is Gentzen’s sequent calculus, introduced here and elsewhere [5, 4], as
a natural bridge between the natural deduction systems/types (discussed above)
and linear logic (a discussion of which follows). The judgements derived in sequent
calculus are not individual formulae like in the previous case, but rather ensembles
of formulae. These judgements are called “sequents”, and are of the form I' - A,
where the turnstile indicates “logical consequence” and A and I' are multisets
of formulae, i.e. sets where some formula may occur more than once. The
connection between sequent calculus and natural deduction is direct in the case
where the right side of the turnstile contains a single formula: the proof of the
judgement I' - 1) corresponds to the deduction of ¢ under the hypotheses I'.
The sequent notation is a device to keep track of all assumptions made and all
formulae derived up to any point in the proof tree (collecting assumptions on the
left and conclusions on the right). In contrast to “natural deduction” (Appendix
1, footnote 10), this makes the proof tree construction entirely local; what can
be done at any stage depends solely on the end point of the tree.

The rules of the calculus - which we do not explain in detail here - taken together
define the exact meaning of a sequent. The sequent

¢177¢n}_¢17a¢m

means that the conjunction of the “antecedents” (¢; and ¢2 and ... and ¢,)
implies the disjunction of the “succedents” (1; or ¥y or ... or ©,,), i.e. ¢1A... A
¢n — Y1 V...V, Stated in terms of a Boolean valuation B the sequent (3) says
that “if all ¢; are true (under B), then at least one v, is true (under B)”.

Sequent calculus makes the symmetries and the algebraic properties of the log-
ical connectives visible. In sequent calculus, like in natural deduction, proofs
of judgements are built inductively by linking together other judgments through
specific rules all the way up to assumptions or axioms. To provide the reader with
the flavor of the system, we show the rules for implication (—). Capital letters
denote multisets of formulae, lower case letters denote individual formulae.

Tk g, A I A Lok, A
left ¢ v right & (3)
LIV, o—vEAA ko — 9, A
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For the purpose of an intuitive explanation, let us suppose that each judgement
contains only one succedent, i.e., A = () and A’ = §. The left rule then means: (i)
we know that under the stated conditions ¢ holds (left branch above the horizontal
bar), and (ii) we know that under the stated conditions the assumption of ¢ gives
us 0 (right branch above the bar). Clearly, if we can show that ¢ (what we have)
implies ¢ (what we lack), then 6 would follow (under the stated conditions). This
is tantamount to saying that we can derive ¢ from assuming the formula ¢ —
in that context, and that is what appears below the bar.

Conversely, the right rule says that if - in a given context I' - we can derive
1 by assuming ¢, then we can derive from the context I' alone that ¢ — 1.
This transfers the assumption from the meta-language of the proof to the object-
language of the logical formula.

In sequent calculus logical connectives are introduced on the right and the left side
of a judgement corresponding to introduction and elimination rules, respectively,
in natural deduction (see Appendix 1 and the rules for implication (3)). Similar
symmetric schemes hold for the other logical connectives. Sequent calculus needs
no axioms beyond the rules of proof, since it allows the use of arbitrary identities
at any time:

pF o

An important feature of the calculus is the existence of three “structural” rules
to manipulate proofs. They do not introduce logical connectives on either side:

'-A 'EA
_ _ weakening
oA I'Fo¢ A
Lo,0- A L'E¢,0,A
_— _— contraction
oA I'Eo A

The weakening rule “weakens” a proof by introducing antecedents or succedents
that are unnecessary. If the weakening of the succedent strikes you as peculiar,
remember that the succedent of a judgement is the disjunction of its formulae.
In \-calculus weakening corresponds to the declaration of a variable which never
occurs in the body of the function, e.g., Ax.\y.y. Operationally it means “discard-
ing an input”, since the argument supplied for x evaporates. The contraction rule
means that one can use as many copies of a formula as one wishes. In other words:
there is no resource accounting in classical logic. In A\-calculus this corresponds
to “nonlinearity”, i.e., to the multiple occurrences of the same variable within the
body of a function, e.g., \v.(x)x.
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The third structural rule is the so-called cut-rule:
o A I ok A

cut (4)
LT EAA

The cut rule achieves a result in two steps: (i) by using a particular assumption
¢ (right branch) and by (ii) proving that assumption (left branch). This cor-
responds to a proof which uses “lemma” ¢. Notice that in the proven sequent
(below the bar) ¢ has been annihilated.

Cut and modus ponens

The cut rule is just another way of stating modus ponens (m.p.) of natural
deduction. The sequent version of modus ponens is:

'to -y I'kFo

'ty
In

T,AF ¢ — b ATH¢

we have used weakening and m.p. to derive a generalized m.p. (boxed sequents)
with unequal contexts in the assumptions. From this generalized m.p. one derives
cut:

m.p.

—_— 1l —
Aro—v
)

.p.

Cut-elimination

The cut-rule deserves a special place in the order of things, and we explain why
this is so at some length. The cut-rule (9) enables the combination of two proofs
into a single proof, provided they can - metaphorically speaking - “trade” on a
formula ¢. The necessity to “trade” arises if one proof needs ¢ (it books ¢ as
an assumption), while the other provides ¢ (it books ¢ as a conclusion).

The key point about sequent calculus is the famous Hauptsatz of Gentzen, which
says that cut is not needed, meaning that the sequent calculus with cut can
prove as much as the one without it. The main message comes from how this is
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achieved. The theorem is proven by exhibiting a procedure through which the
cut-rule can be eliminated from a proof without affecting the overall conclusion.
The crucial step consists of replacing the occurrence of a cut by one or more
cuts on formulae with smaller complexity. In this way the cut(s) bubble toward
the leaves of the original proof-structure until they encounter an identity and
disappear, i.e., cutting I' - ¢, A with ¢ F ¢ leaves I' - ¢, A.

Cut-elimination

As an example consider the following cut on an implication introduced by the
left and right rules (3):

T 6k A, MFQ, 6 O, EF A

'EA¢— ILEo¢—9vEQA
cut on ¢ — Y

ILETHFAQA
In the process of cut-elimination this proof-segment is replaced by:

MFQ, 6 T 6F A,

cut on ¢ :
ILTHQ A Y P, =2 A

ILETFA QA

The two cuts which replace the previous one occur on less complex formulae, and
since formulae are finite, this process will bottom out when a cut is finally made
on an identity at the leaf of the proof tree. Similar procedures can be carried out
for all connectives, independently of whether they are introduced left and right
at the same level.

Cut-elimination does something analogous (but not formally identical) to reduc-
tion in A-calculus. It replaces each occurrence of the assumption ¢ with a proof of
it. Proofs that use cut are much easier to understand, since they are “modular”
in the sense of using generic packages, which can be specialized “on demand” in
different ways; for example, the package ¢ - I' can be specialized by means of
U ¢ to give ¥ - T', or with Q F ¢ to give Q2 - T, etc. More specifically, a proof
may first derive the theorem (a+b)? = a®+2ab+b* and then use it via cut twice,
once with a = 5 and once with a = 2. In the cut-free proof the (a + b)*-theorem
would be derived once specifically as (5+b)% = 25+10-b+b? and once specifically
as (2+0)% = 4+4-b+b* without exploiting the fact that these are two instances
of the same generic structure.

18



What happens is similar to the application of a function to a particular argument.
In fact, for certain versions of the logic (e.g., if sequents are limited to only one
formula on their right side) cut is exactly analogous to functional application, and
the process of cut-elimination corresponds to the evaluation of the function, i.e.
it represents the computation. In that case a cut-free proof basically corresponds
to a normalized proof in natural deduction; it is a canonical proof [8].

3 Linear logic for tourists

In 1986 Jean-Yves Girard introduced linear logic. The system may be regarded as
a theory about the control of the contraction and weakening rules (see Appendix
2) of classical logic. In linear logic a formula ¢ stands by default for a single
occurrence which must be used exactly once. A formula may be, nonetheless,
explicitly marked as potentially available in any number of copies (!¢, read as “of
course ¥”). Such a supply, however, may be accessed only by another modifier
(71, read as “why not ¢”). A naked v (not under the scope of ! or 7 modalities)
means exactly one copy of the formula . In this spirit the logical connectives
become descriptions of actions in which formulae are consumed.

To avoid confusion with the classical meanings, linear logic has its own notation.
Linear implication is written as 1) —o ¢, and means that ¢ is used up when giving
rise to ¢. Linear implication is, therefore, a causal relation. The symbol ® (read:
“cross”) denotes a linear conjunction, for example, ) ®1 indicates the cumulation
of two instances of 1 obtained from disjoint resources. The resource sensitivity of
linear implication does not permit, for example, ¢ —o (1) ® ¢)). This is in marked
contrast to the classical case where 1) — (¢ A %)) is a provable formula.

To appreciate the meaning of this discipline, suppose that atomic formulae stand
for real-world tokens. To use a textbook example, consider a vending ma-
chine which distributes soda cans and chocolate bars for one dollar each. We
could use linear logic to characterize its behavior. Actions like dollar —o soda
or dollar —o chocolate are possible, but not dollar —o (soda ® chocolate).
However, we surely have (dollar ® dollar) —o (soda ® chocolate). Note that
dollar —o sodais - like dollar - an action resource that can be used only once; it
specifies the conversion of a particular dollar into a particular soda. To express
the idea that this vending machine always converts dollars into sodas or into
chocolates, we write !(dollar —o soda) and !(dollar —o chocolate).

The control over weakening and contraction has the consequence of requiring
us to distinguish between different flavors of the classical connectives according
to the way resources are being used. Classical conjunction, A, splits into two
linear connectives @ (“cross”) and & (“with”). The formal reason is shown in
the detail-box below. The difference can be roughly summarized as follows. ®
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acts as an accumulator of resources. In ¢ ® 1 both ¢ and ¢ have been obtained
from disjoint resources, then glued together into a pair which we must use as
a unit. In ¢&w both ¢ and 9 arise from the same resource, and, therefore,
we cannot have them both, but must choose one of them. By projecting out ¢
from @& we lose 1) and vice versa. This difference is reflected by our vending
machine which doesn’t have an action dollar —o (soda ® chocolate), but does
behave like dollar —o (soda&chocolate). Note that choice is in the hands of
the consumer, hence & is also called an “internal choice”.

The splitting of classical conjunction [24]

Consider the case of classical conjunction, A, in sequent calculus. We could
use the following right A-introduction rule:

Lok ¢,A Iy F, A

Lo, T B @A, Ag, Aq
However, we could equally well use:

T'ko¢,A L'y, A
RA:

F'Eony, A

In fact, by virtue of weakening and contraction both rules are equivalent. We can

derive R} from R:
L'y, A

ILTEY, A

N I,TF g, A A

DT, TEoAY, AAA

where the double bar indicates the use of multiple contractions. And we can
derive R from R:

Lo, 1 F ¢, Ag Lo, Ty F 4, Ay

weakening

weakening

RA

Lo, 'y F ¢, Ag, Ay Lo, Ty =, Ao, Ay

*
R

Lo, I'1,T0, L1 F o Atp, Ag, Ay, Ag, Ay

‘Fo,rl "¢/\1/)7A0,A1‘

Similarly, the classical left A-introduction rule can be written as:
o0 A

Ly —————
T,p Ay FA
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But equally well one could use:

L6 A T,FA
Ll — L2 —
LAY EA LAy A

The classical equivalence of Liu}* with L, is again easily established. From
{1,2}% .
LA to L, by means of contraction:

Loong, A
L,oN, o A=A

We skip the other direction, from L, to Lf\u}*, where weakening is used.

When contraction and weakening are absent, as in linear logic, the two sets
of left /right introduction rules are no longer equivalent. Consequently, the con-
nectives they introduce must be distinguished. Let us denote by ® (“cross”) the
conjunctive connective obtained by the previously unstarred L/R pair:

FOngaAO F1|_1/1,A1 Faqsvw'_A
Re: Lg: ——— (5)
FO7F1|_¢®waA07A1 P,¢®¢|_A

As can be seen from the rules, ® is a “context-free” or “multiplicative” version
of conjunction, in the sense that there is no restraint on the contexts for the
Rg-rule (I'g,I'1). With the connective ®, the side formulae of each premises
are accumulated in the conclusion. It is in this sense that that ® acts as an
accumulator of resources.

The other conjunctive connective, & (“with”), is defined by the previously
starred L*/R* pair:

ko, A 'y, A ek A ryEA
Re: Ly —mm8 — L} ———
'k &1, A L, ¢ F A Lo FA

In contrast to ®, the contexts must be the same for the R-rule to be applicable
here. This makes & “contextual” or “additive” in the sense of a superposition.
Said differently: the side formulae in each premise coincide with the side formulae
of the conclusion, and, hence, & is not accumulative.

It is worth pointing out that, in the absence of contraction and weakening, the
split between the introduction rules must occur in the way just shown. There
cannot be a conjunction introduced, for example, by the L*/R pair of rules.
Cut-elimination would fail otherwise (see [24]). (In the classical case - where
contraction and weakening ensure equivalence between ® and & - it is, however,
customary to use the L*/R pair of rules to introduce A.)

Similar arguments hold for classical disjunction, V, which in the absence of con-
traction and weakening splits into two linear connectives: ’@ (“par”) and & (“ei-
ther”). Again, with respect to resources the former is “cumulative” and the latter
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expresses “‘superposition”. Like “with”, & is a choice, but in contrast to “with”
the choice is external to the action. For example, our vending machine may be
defective at times and swallow your dollar returning nothing. This choice is
not under the control of the customer, hence: dollar —o ((soda&chocolate) @
nothing).

The connective %@ in ¢$1 expresses a mutual dependency of ¢ and v, which
can be stated through linear implication. ¢’®1 is equivalent to both ¢+ —o v or
1)+ —o ¢. The symbol L denotes “linear negation”, and is defined by formal fiat.
First, one postulates (like in classical logic) equivalence between ¢+ and ¢, i.e.

o g

This property is also called “involutivity”. Second, negation expresses dualities
between the linear connectives, much like the deMorgan laws in classical logic
(e.g., o Vb = =(=¢ A —1)), where — is classical negation):

(p@v)r = ¢oeyr

(o)t = otout

(p@y)t = ¢ayt
(&)t = ¢r@yt

The involutivity of negation allows to pass from two-sided sequents, I' F A, to
equivalent one-sided sequents, - I't, A, where I't is the linear negation of all
formulae in I'. With respect to logical consequence, i, linear negation behaves
like a matrix transposition in linear algebra.

One-sided sequents

One-sided sequents utlize the dualities expressed by L to halve the rules needed
for defining the linear connectives. For example, take the defining rules for ® (5),
and pass to the one-sided version by linearly negating what’s on the left:

¢, T, Ao F, T, Ay Fot vt TH A
Rg: Lg:
F¢®y,T5,T1, Ao, Ay Foteyt T A
Because one-sided sequents are right-sided, nothing much changes with respect
to the right rules. The left rule of ®, however, becomes the right rule for 2. A
similar situation occurs with the two-sided rules for *2, the right one stays, and
the left one turns into the right one of ®.

This has a very important consequence. The cut rule becomes symmetric, in the
sense that there is no distinction between a premise and a conclusion within a
sequent:

AN ¢t T

- AT
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The asymmetry between “premise” and “conclusion” is mirrored in the compu-
tational arena by the role-asymmetry between function and data, despite their
syntactic indistinguishability. A function sends a premise into a conclusion and
the datum supplies the premise. Ultimately this asymmetry reflects the sequential
paradigm of a functional calculus. Its removal makes linear logic one approach
to concurrency (Appendix 3).

Cut can occur between any formula and its dual (negation). The connective %,
for example, is the dual of ®, and @£ can be cut with ¢+ ® 1»*. The situation
has an especially elegant “geometric” interpretation in Girard’s proof-net concept
6] (see Appendix 3.2) which is a sequent-calculus stripped to its syntactical bare
bones.

3.1 The rules of the game
For the purpose of reference we conclude with a table of the connectives and the
standard set of rules for the multiplicative and additive fragment of linear logic

(i.e., MALL, this the fragment without ! and 7).

The linear connectives

‘ disjunction conjunction‘ resource use ‘

0o ® cumulative
b & superposition

«— duality —

The rules for the linear connectives

(Although we have treated sequents as (multi)sets, i.e. F ¢, 0,1 is the same
as = ¢, 1, ¢, the permutation rule is stated as an explicit reminder that sequents
are modulo permutation.)

Identity and cut

1
N identity Lo oA
- 0.0 Ta

cut

Permutation
FT

—— 1" is a permutation of T’

-1’
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Connectives

FT,¢ E, A FL, 0,9
times —  par
Fo®y, T A F ey, T
FT,¢
—— [-plus
FT, o -, T Fo®y, T
with
Fo&y, T -1,
——— r-plus
Fody, T

The system with only the boxed connectives is known as the multiplicative frag-
ment of linear logic (MLL). We have not formally used the exponential modalities
I'and ? in this appendix or the main text. We therefore skip their proof-theoretic
definition. The reader is referred to [7] for details.

3.2 Proof-nets

Consider a proof of the sequent F (A ® BY) @ C, (A9 B)e(C*+ ® D), D* using
the rules listed in the previous section:

HA AL - B, Bt
FA® B+, A B
- A® Bt AbsB NeXew
F(A® B eC, AbeB,Ct - D.D*
F(A® BY) ®C,AP9B,C+ ® D, D*
- (A® BY)® C, (AeBy9(Ct @ D), DY

times

times

The atoms A, B,C, D and their negations are introduced as identities at the
leaves of the proof. All other occurrences of these atoms derive from their first
introduced instance. Writing the connectives as labelled wires between formulae,
and connecting with a straight wire a formulae and its negation (as they always
are introduced together), we can draw a picture of the above proof where only
the essential information is recorded. Every formulae occurs exactly as many
times as it has been introduced through identities. Figure 1 shows the proof
above in this more concise notation; it is called a proof-net [6]. The rules for
building proof-nets within MLL are fairly straightforward. A formulae and its
negation are always connected by a wire. They form the simplest proofnet. A
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® connects two disconnected proof-nets, and a *® connects two parts within the
same proofnet.

Figure 1: A proofnet.

The three shaded regions «, 3, partition the proof-net in figure 1 exactly into the
formulae of the conclusion sequent: 3 == (A®BH)®C, a == (AL9B)9(C+®
D) and ~ =L DL, The boundaries of each region are always given by atomic
links. The formula represented by the (-region can be cut with its dual 5+
(= ((A® BY) ® )t = (A¢B)®C) from another proof-net. The elimination
of the cut amounts to disconnecting the cut-formulae at their atomic links and
discarding the cut-formulae (but see figure 7, section 2.3.3). For an excellent
introduction, see the appendix by Y. Lafont in [8].

The proof-net concept can be extended to full linear logic with the exponentials,
I'and 7, as well as the additive connectives @& and &. The handling of proof-nets,
however, becomes much trickier than in the simple case considered here.
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